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Foreword

This work

1 Aim of the work

The aims of this work are basically:

1. to state the possible contribution of tBgmbolic Calculugo two of the
problems of electrical engineering, that are:

« analysis of electric circuits;
» diagnosis of electric circuits;
2. to study a method and an implementation of tiyggiested contribution.

2 Structure of the work

Accordingly to the aim of the work, the matter egjion has been structured to
outline first a general frame about Symbolic Calsuind then to give more details
on particular contributions about the mentionedfms.

2.1 Chapter |

A definition of Symbolic Calculus is given, and theate-of-the-art of this
engineering approach is presented with its advastamd drawbacks, to identify
some fields of interest for the electrical engiiagr
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2.2 Chapter 1l

2.2.1 Part One

The newsymbolic formulationof the known Inhibition Method can avoid or
reduce the typical limitations which the Symbolial€llus suffers from, due to its
intrinsic nature. This method offers some othegriesting features as well.

2.2.2 Part Two

The symbolic formulation of this method allows sedesoftware implementations
of a symbolic processooriented to wide linear circuits. The general sgiith
formulation and the kernels of the implementatians presented to be a general
method that has reflections on circuit diagnosi$ amalysis.

2.3 Chapter 11l

2.3.1 Part One

The symbolic approach and an efficient symbolic cpssor, based on the
Inhibition Method, lead to an original contributioin linear electric circuit
diagnosis: theCycling Verify Method It is a symbolic technique to locate and
identify faults in linear circuits. The embeddederval algebraat the symbolic
formulation level allows to take into account paeden tolerances and
uncertainties, in a transparent way.

2.3.2 Part Two

Some other remarks are reported about the Inhibiktethod and diagnostic
techniques, with particular reference to a propdsgmovement to multifrequency
based techniques.

2.4 Chapter IV

The same symbolic approach and processor leadchtalmations to circuit analysis
as well.

2.4.1 Part One

An improvement of theThreshold Technigyedealing with switching circuits
introduces the event-driven principle and a cattateprocedure starting from the
general symbolic solution. This fact avoids someovim problems, like
convergence.

2.4.2 Part Two

An original contribution to resistivpiecewise-linear circuitinalysis consists in an
elegant symbolic approach to this kind of non-lntgaOnce this non-linearity is
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(in some way) “hidden” to the symbolic processbe tormulation and the solving
process become purely linear.

2.5 Chapter V

A software environment fovirtual instrumentshas been investigated to study the
possibility to integrate diagnostic procedures aynbolic algorithms in a
user-friendly tool for electrical system analysislaiagnosis.

2.6 Conclusions and references

Conclusions are reported at the end of each chaptarthe end of each part of the
chapter, if it is subdivided in different main deos: each section has its own
conclusion paragraph.

References are organized in the same way. In dack, mumbering restarts from

“1” to make easier reading.
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Chapter |

Goals and views

1 Symbolic calculus

The key sentences that define the Symbolic Calqd@j are basically:

» literal calculus;
« operations on formal relationship (equations, irsiqus, rules, sets, etc.);
e integration of an advanced programming language.

It is clear that SC is, but it is not limited td@etal calculus. It works with abstract
guantities and their formal relationships to extémel capabilities of the Numeric
Calculus (NC). A numeric program normally takescsfped numbers as input
and yields numbers as output again, referring égpttefixed unknown quantities.
Of course, this numeric output can further colldcte produce graphs, for
example, or some other kind of report, to have rmfttion about quantity
courses or about correlations between quantitiasirBany case it is a matter of
numeric estimation of relations and not of analitielations. Therefore SC is
told to be more general: it can produce the sarseltss because analytical
expressions can be numerically evaluated to prodweebers, but it adds the
explicit information about quantity correlations.

Furthermore, SC integrates a programming languateagvanced functions not
only to calculate or to solve problems, but to rpatite the resulting expressions
and formulas, like factorization, coefficient exttian, integration and many
other conceptual operation that the user normatigsdby the abstract and
mathematical thinking. In this manner, SC brings fihoblem formulation near to
the natural way of thinking of the user and thus i convenient and reliable
programming approach to get general solutions. Amter of fact, a simulation
that needs to be repeated many times, can be @asiyammed and performed
once and for all in symbolic way while the resudtisymbolic solution can be
further repeatedly evaluated with different paranetalues, with a minimal
workload.

So, it is possible to summarize the importance®{H mainly in:



e problem formulation in a natural way of thinking;
e extraction of relationship between parameters;
e solution in general terms.

SC has also drawbacks, of course, and thus tredtétte art comprises a variety
of proposals, depending on the aim and the optimizaneeded, as can be
understood in the next sections.

2 Goals

Analysis and diagnosis of electric circuits makéeewfprovision of repeated
simulations and calculations that are formally tited but which are performed
by different situations of rated values. A genexainbolic solution, repeatedly
evaluated in numeric terms seems well to be commhéany to existing analysis
and diagnosis techniques. Examples could be:

« fault dictionary generation: the same network figrctis measured and
plotted when one ore more parameters are varyiagginen range;

e sensitivity calculations: basically, the same nekwtunction has to be
derived with respect to several parameters;

» research of parameter correlations: if an exaetticel is needed, then it is
the right task for SC; if an approximated relatismeeded, then a symbolic
expression could be either symbolically simplifidnumerically evaluated
and then approximated.

Moreover, considering that modern environment fo€ &re capable of
sophisticated manipulations of literal expressiansl rules, and that they can
connect to other software applications, the dirganhbolic formulation of a
problem (in terms of abstract quantities, forngliaions and inequations, rules,
etc.) seems to allow original procedures that atgnossible if only numerical.

So the goals of this work are mainly set on thhaegs:

« verify the benefit of SC in electric circuit analysind diagnosis;
« use of SC to improve some existing technique;
e original contribution of SC to new techniques.

These aims have to be pursued taking into acctlat®llowing drawbacks.

3 Problems

SC environments are complex software packages hedt tnain common
problems [2] are:

e memory consumption;

e unmanageability of long expressions.

The internal data structures of symbolic expressidn fact, are basically
character strings of variable length and variousnéd. In a word: symbolic



processors work with unstructured data. The maswdack is not the increased
CPU time cost to deal with unstructured rather ttanctured data, but is the fact
that during the generation of a resulting symbadikpression these data
proliferate exponentially.

Checking Fig. 1, it is easy to understand thateidggsm a numerical evaluation of
a sum ofn numbers we need memory spacerféfl number containers: the first
n for the given numbers and one that will contaimgtafter time, the sum of the
current addendum and the sum of the preceding msmbhis last container has
the same length and memory occupation of the athes. On the other hand the
symbolic evaluation of a sum afexpressions still needs+1 containers (which
are themselves memory wider than numbers, normally) if no cancellation
occurs between the input expressions, the resufitaoer will carry an
expression which will be long at least as the sdnthe lengths of the input
expression (without counting control and formattiteda).

3,26 1 gl
sC, sC,
pl= 0+3=3 pl= o+i:i
sC, sC,
p2=pl+2=5 p2=pl+ R :w
sC,
1 _1+4C,+C,+CC,Rs
3=p2+6=11 3=p2+ = -2 172
pe=p PE= Pt sCC,

Fig. 1: Proliferation of symbolic data.

Thus, the main drawback of SC is memory consumptibinis fact bounds
enormously the dimension of the problem (in ourecas the circuit) to be
solved.

Over this disadvantage, that relies on hardwareuress, there is a second one
that relies on the user side. In fact, complete bgfim expressions for wide
circuits are very long, no matter where they coroenf obtained by hand or from
the symbolic processor: a network function for adred-parameter circuit could
not fit on a page. Symbolic results are often ubles#or a visual inspection by
the operator, due to their complexity and unredigbiThis is a great penalty,
for example, during a design process, where the tlagng of a circuit is
frequently delegated to the user and not to amaaitio procedure.



There are remedies, of course, to these drawbaloys, they are often
incompatible with other needs, as discussed iméx¢ section.

4 Solutions

4.1 Decreasing the number of symbols

The first, obvious, remedy to both memory consuarpéind user-unreadability is
to reduce the number of symbols in the expressitire, is, only the most

interesting parameters are left literal, while tb#er ones are set to their
numerical values. In this way, the input expressi@me more compact, the
program execution is faster, and the final resihat so complicated and more
readable. These things are paid, of course, bpsa bf information and

generality about the solution.

4.2 Symbolic approximation of expressions

The symbolic approximation consists in generatingpified non-exact
expressions, maintaining all parameters literalatRens between parameters are
simplified accordingly to particular neglectingteria. This approach shares the
same advantages and disadvantages of all appr@dmagthods, but it offers the
possibility to get a complete symbolic solutionsye#o be read and manipulated
by the user, and more compact to be stored in meritis feature is still paid
by a loss of information (which could be not scelievant) plus an increased
calculation time, due to the simplification proceshi

4.3 Functional/mathematical disaggregating of theicuit

A large electric network leads, during the solutgemeration, to very large and
complex symbolic expressions, which are difficulthén not impossible) to
calculate due to memory constraints.

If the network become decomposed in several smaltgworks, then each
sub-network can be easily solved in turn by thelsylin processor, that could
rebuild the whole general solution from the partiahes, avoiding the
simultaneous generation of a great part of memaagting expressions. The
decomposition can be done in terms of functionatkd or following abstract
mathematical rules.

The first case is very useful when the circuit ingata are given as network
layout, that is when the circuit description is mé&a physical realization: it is
also possible to generate a library of symbolicreggions related to the most
common functional blocks, in order to re-use prasipartial calculation to save
memory and CPU time. This is possible due to theegdity of the symbolic
solution, no matter the parameter values are, whictstitutes a kind of abstract
model of the block.



The second case operates directly on the circaitrg#ion in terms of equations.
This allows a great variety of transformations amahipulations to get reduced
equations, easier to solve. Of course, all pag@ltions have to be anyhow
recollected to rebuild the general solution.

It is clear, that this approach lowers memory camsiion but rises time
consumption, due to the decomposition-recollectimtess.

4.4 Spreading a single expression over a sub-sequerof
shorter expressions

During the generation of the solution expressioartipl expression are not
colleted and algebraically compound in a new symb@ipression, but they are
labeled and organized (following specified criteifaa kind of database; the new
expression is given as relationship between subessn, referred as
place-holder label. The resulting expression isyvesmpact, and when the
sub-expressions are referring to well identifieccwit blocks, it can be more
easily used in the design phase, for example.

This remedy is similar to the “circuit decomposgifip but it differs from it
basically in the fact that the final symbolic saduat is not immediately and
explicitly calculated, while partial or intermediatalculations are saved on mass
storage media, and then retrieved when needed.

5 State-of-the-art

Nowadays there are some commercial and non-comahengnbolic processors
oriented to electric circuits and they are colldcteith their main features in
Table 1, taken from the work of Fernandez and Rped-Vazque2]. This
table highlights some relevant aspects about sympobcessors:

< only one is capable of hierarchical analysis bagigegating circuits;

« very few have capabilities of managing general esgions (they are often
limited to s-domain calculations) or capabilitie§ further symbolic
computations (like pole extraction, sensitivityG.§t

« almost all are stand-alone applications writtem ilow level language, not
a complete symbolic environment;

« they normally need high-level hardware resourcesKstations).



Table 1: State-of-the-art for symbolic processors.

SCAPP AL SC | SAPEC | SSPICE | SYNAP | ISAAC | ASAP | SIFTER | RAINIER
/SYBILIN
Formulation RMNA SFG MNA | MNA MNA MNA | CMNA | SFG nodal tree
& SFG analysis enum,
Analysis domain ] z/s s s s s&z s&z s s s
SAG no no no no yes yes yes yes no no
(expanded format)
SAG (nested format) no no no no no yes no yes no no
SBG no no no no no no no no yes yes
SDG no no no no yes no yes yes no yes
Mismatchings no no no o no yes yes yes no no
Element lumping no no no no no no yes yes no no
Nonlinear analysis no no no no no no weakly no no no
nonlin,
Hierarchical 7 yes no no no no no no no no no
analysis
P/Z extraction no no no no no no no yes yes no
Graphical interface no no yes yes no no no yes no no
Platforms WS wS ws PC ws ws wS ws WS ws
(WS = workstations) &PC &PC
Implementation C FORTRAN C LISP/ C LISP/ | LiSP/ | C/C++ C C
language /ADA C++ Ct+ C

6 Synthesis prospect

Trying to overcome the typical limitations of SCswmbolic processor should
hopefully have this features:

» ability for wide circuits, even if running on steard hardware (PCs);

e good compromise approximation-manageability ofsymabolic solution;

» tools for extended expression manipulation (to guenf other tasks than
solving).

Now, it's clear that there is a definite need fanethod that should allow SC for
wide circuits, but to date, there is not a methdthaut drawbacks. The best
proposals are combinations of the previous discusskitions, depending on the
optimization requested. If the generation of ancesymbolic solution, without

approximation, is “a must”, then the only way seam®e the renounce to the
visual inspection of the formulas. This disadvaatan be mitigated if the
method is well integrated in a complete symboligiemment, equipped with



advanced functions for the symbolic-algebraic malaifon, like integration,
derivation, transformation, plotting, etc.

Thus, a synthesis prospect on symbolic processewveteld to electric circuits
recalls the search about a method that has to be:

(1) intrinsicallymemory sparing
(2) and easily implementable irsgmbolic programming environment

In a strange manner, an old numeric method seerbg @ good candidate, as
outlined in the next chapter.

7 References

[1] R. Germundsson. Viewpoint: THE IMPORTANCE OF YNSBOLIC
PROGRAMMING.IEEE Spectrum 1999.

[2] F. V. Fernandez, A. Rodriguez-Vazquez: SYMBOLIENALYSIS
TOOLS - THE STATE-OF-THE-ARTIEEE 1996



Chapter Il

The old Inhibition Method as new symbolic
processor

1 Part One - Formulation

Part One is intended to show a general methodrétigs on the superposition
principle to analyse linear systems and electricuifs, based on hierarchical
sequences of more simple topologies with some itguitelements and on a short
recollecting logic to calculate the final solutiftom the previous partial and
more elementary solutions.

In Section 1.1, 1.2 and 1.3, will be mentioneddhigin of the method, why it is
general and some its global features.

In Section 1.4 will be exposed the non-disciplingirgory of the method. This
originally anonymous theoretical formulation cangaaticularised to other field
of interest specific formulations, and due toiitsinsic symbolic constitution this
method can be directly used to get symbolic sahgtistom the system which is
being applied to, or even be re-formulated in difé algorithmic ways to
optimise some aspects like memory or time consumptppearing to be a good
candidate for doing SC.

Implementations of this method will be discusse&ant Two.

1.1 Brief history and overview of the method

The Inhibition Method (IME) is an iterative exaaminverting method to solve
any linear system, derived from the Cross methddchvis, on the contrary, a
non-exact method and from which IME inherits thedamental characteristic of
decomposing the problem into sub-problems easiesdiwe. It produces a
hierarchical sequence of sub-systems [1], at the afnwhich only elementary
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systems can be found. Therefore, they can fastobed with the minimum
knowledge, that is, few program code lines are eded

The problem splitting process is founded, in factthe possibility (see Fig. 2) to
deduce the properties of the system (a) from twoenzimple sub-systems (b)
and (c), obtained from (a) suppressing or inhigitncomponent.

Q
[3) <)
ks) o
o

=)

[ =
o F=
c |5}
i 2
= <]
=3 3]
(2] Q

o

v ooooooood

Elementary systems

Fig. 2: IME logic.

The same idea can work on the sub-systems (b)aAnthét can be deduced each
from an other couple, respectively (d-e) and (fsglppressing other components,
and so on. At the end of the splitting process ame to sub-systems so simple
that they can be solved immediately. For exampileesr electric network can be
repeatedly split into more simple networks with iahibited branch until they
become one-loop circuits. A similar ground basissed in [2].

The recollecting logic, which will be demonstratater in detail, is very simple
as well. As a matter of fact, if a variable (a) sists of the sum of other three
variables (b), (c) and (x),

a=b+c+Xx,

where (X) is proportional to (a) through a consant

x=kla,

it follows that
b+c
Eq. 1 =—,
(Eq. 1) 1—k

which is the symbolic formula that synthesiseslithie between a generic system
(a) and the two sub-systems (b) and (c) deriveah fitoThe demonstration is not
difficult as well, because it is organised follogiithe “Short Didactics” (SD)

criteria [3]: the unifying element of several stagshe proof is put in evidence
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and collected to shorten and clarify the prooflitgealising a kind of “internal
contraction” [4].

The first IME version [5] was only for numeric calations and it was based on a
laborious algorithm which had been working fine dugse it allowed to go round
the heavy memory constraints for huge systems ligesblere it is presented a
new version of the method that really becomes @&igémethod with the use of
modern software tools.

1.2 Weakness and strength

From the previous overview of the method, it coroes its intrinsic nature,
which carries advantages and disadvantages, o$eour
Disadvantages are that:

e the basic algorithm is laborious;
« from the numeric computational point of view isvglo

These are the main reasons because this methodnsme used today.
But, as explained in the previous chapter, it lhsatages that could contribute
to limit common problems in SC, like:

- disaggregating the circuitas can be seen in Fig. 2 and in the introductory
example of Section 1.3 below;

« disaggregating expressionas can be understood considering that the very
simple formula of (Eqg. 1) is repeated at everyaitien instead of a single
complex expression;

« minimization of memory consumptjodue to disaggregating-collecting
logic which works on few elements at a time.

Furthermore it has not to be underrated that @ general method for several
reasons. As a matter of fact, it can be appliegviery field if the system to solve
is linear (or made linear). The following anonymdosmulation emphasizes this
fact, because there is no reference to the physiaire of the system, thus,
“anonymous” stands for inter-disciplinary and iraties a general method all over
the linear world.

From this formulation, discipline-specific methodan be derived simply by
carrying out the related rules, intrinsic to thattgular discipline, as could be
seen in one of the next sections, where the eteftirmulation is given. Adding
to this some specific knowledge, like the modifieadal analysis, a complete
software tool can be realized for electric circuits

Symbolic programming is a quite recent phase inethaution of programming
but has now reached relevance and importance imesring [6,7,8,9,10,11].
Other advantages of the suggested contributiorsiein fact, on the advanced
features of commercial symbolic processors, likeHdmatical, which are able
to widely manipulate expressions, to draw any kiofd graphics and to
automatically generate program source code.
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Due to the presence of such symbolic processorghvdilow to manage more
abstract quantities other than only numbers, trenymous formulation can be
directly transferred to a computer program to makgeneral tool for linear
system solving and, last but not least, to sohi@ i complete symbolic form,
giving a more general character to the solutioméhueaving away the pure
numerical computation field.

1.3 An introductory example

The anonymous formulation is not too complicatd, iboould be a little hard to
understand because it is really abstract. An inictaty example should show the
method basics in a practical way. Let's considerwtary simple resistive circuit
Fig. 3. This is a 3-loop circuit: a possible trerild be that one depicted Fig. 3b
with numbered main loops.

—A'—WL7‘B ————— ! ®
WQ§ " @ 3 Rad§ Rb&i\‘\‘/_‘
WGD §1Q \/1@ §|Rb
S, e
= 3 Rea ;
— e i ' s 0V P
10 Ras
(a): resistive circuit (b): tree, co-tree, loops ): &mbolic names

Fig. 3: Sample circuit.

IME performs a decomposition of the starting citcuito three elementary
(one-loop) circuits corresponding to the main lgagd®wn in Fig. 4, where each
loop is supplied with an unitary voltage sourcehia co-tree branch, regardless
of the originary supply value. These three elemgntércuits are first solved
independently as reported (symbolically) in Fig. éd then the procedure
continues rebuilding the complete solution of thert;ng circuit, following a
recollecting logic. This logic uses “special” quéies to link and deduce the
general solution from the different elementary omasibition quantities In this
case, as depicted in Fig. 6 with slashed greyedsigninhibition quantities are
voltage sources. Their values have to be calculategbt just zero current in the
branch (seat) where they are placed, in order moleethe starting circuit a
virtual one-loop circuit, that is, a three-loopatiit with two co-tree branches
inhibited (Fig. 4 and Fig. 6 compared). This idexdinhibition level 3 The next
generation of circuitsrfhibition level 3 basically consists of the same three-loop
circuit with only one co-tree branch inhibited,sd@wn in Fig. 7. The solution of
these circuits is deduced from level 3 \l#hibition Theorem(see previous
Section 1.1 or following Section 1.4.3). In the sawmay, level 1, which is the
final level, with no inhibited branches, can be uleet from level 2, giving the
final solution for the starting circuit of Fig. 3.
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Fig. 4: Elementary one-loop circuits from the saengtcuit.
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Fig. 5: Simplified schemes for the elementary a@pl circuits.
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Fig. 6: IME elementary regimes of the sample cir@nhibition level 3).
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Fig. 7: Hierarchical deduction of circuits “lessibited” (inhibition level 2).
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1.4 Anonymous (symbolic) formulation

IME can be used in solving any physical linear eyyst Here we’'ll talk about

linear systems in general, because the intentiotoigive a more abstract
formulation of the method, with no reference tol ®etems, from which we get
the notion of “cause”, “effect” and “seat”. The widiseat” will indicate the place

where some causes act to produce some effectenara. In Table 2 and Table
3 it is reported the glossary needed to understamdormulation. In many cases,
the word or the definition used in the anonymousifdation is followed by the

correspondent one used in the electrical formutatlmoth in terms of branch
current and node voltage. In this manner it is ibdesgo figure out the abstract
formulation with the help of suitable entities takeom the more usual electrical
topics.

To get a more compact dissertation some other shyenbepresentations are
given in Table 4, understand all figures in thddi@ing sections.

Table 2: Fundamental glossary.

Seat Cause| Effect{ Supplie Free Inhibited seat
d seat seat
Anonymou j Y; X; Y; 20 Y; =0 |Y;=k - X;=0
Electrical j E. | Ej 20 Ej =0 Ej =k - |j =0

] ]
voltage | branch
source | current
Electrical j l \ I, 20 ;=0 |I,=k-V,;=0

(node

voltage) | node current | node
9 source | voltage

Comment| j=1,2,| The The Aseatis| Aseatis| A seat isnhibited

(branch
current) | branch

.n, cause | effect | supplied | free when a quantity,
where | inthe | inthe | when when dimensionally
nis the | sea sea both the homogeneous
total cause cause is | with the causes, i$
number and not present and set tg
of seats effect present | avalue so that it
are but the | cancels the effect
present | corresp. | in the seat .
on it. effect is.
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Table 3: Fundamental definitions.

Name and Anonymous Electrical Electrical
symbol (branch current (node voltage)
Regime State of the system State of the circuit individuated by the s|

R(-+)

individuated by the
indication of the (given)
causes, supplied seats,
free seats and inhibited
seats.

of currents and voltages

Multi-supplied
regime

Regime with more than
one supplied seat.

(State of the) circuit
with more than one
branch having a
voltage source

(State of the)
circuit with more
than one node
having a current
source

Single-supplied
regime

Regime with only one
supplied seat.

(State of the) circuit
with only one
branch having a
voltage source

(State of the)

circuit with only
one node having §
current source

Unitary regime

Single-supplied regime
where the supplying
cause has unitary value

(State of the) circuit
with only one
branch having a
voltage source set t
“‘one”

D current source set

(State of the)
circuit with only
one node having §

to “one”

Principal regime
of orderv

R
|

Unitary regime supplied in theth seat, whose free seats are all anc
only the seats with index greater tharThis means that the first
seats are all inhibited but one, which is unitargied.

Inhibition
quantity

)
ki

Considering a principal
regime of order
supplied inj, it is the
quantity, in the sedt
dimensionally
homogeneous with the
causes set to a value so
that it cancels the effect
in the same seat (the
effect is not presenty.

.. it is the voltage
source in the branch
|, set to the value so
that the current is
zero in the branch

.. itis the current
source in the nodg
|, set to the value
so that the node
voltage is zero

h

Inhibition level
of order v

The set of all principal regimes of order

Inhibition
sequence

The sorted set of all inhibition levels, sortedd®creasing values of

the ordew.

® This definition is tautological with respect tcetinhibited seat, but it is given anyway
to underline that the inhibition quantity itself @, effect as well, even if it causes the

principal effect cancellation.
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Table 4: Useful representations utilized in thergimoous formulation.

Generic
guantity

QY

It is the value assumed by the quan@tin
the regime of order, supplied in thg-th
seat. It follows the same notation of the
regime, as shown in Table 3.

Unitary regime

A regime is depicted by a table: the last rg

w

111 > shows the regime name; the other
2 k1(2) (numbered) rows indicate the seats;
3 inhibited seats have greyed background;
> free seats are empty and supplied seats have
R1( ) supply value reported.
Non-unitary If, for the previous regime, the supplying
regime 1|5 value is not set to 1, let's say 5, and then|it
5k will be depicted by the table on the left, dye
2 k12 to the linearity between causes and effects
3 (it is a multiple of an unitary regime).
5R?
Level 3| Q | seat K. | Kk,|K;
R QL ki
i
SEEEE ©
3
R [Q] L |k kE 7
Level 2
@ @ @
f (21 1 é
@
R QL [0

Fig. 8: Sample inhibition sequence tableau withlsyisn
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1.4.1 Inhibition sequence tableau
This tableau gives a complete view of all principadimes of the same inhibition
sequence and of all effect values in the respectigenes:

e in the first column are indicated all principal @ names, grouped by
decreasing inhibition order;

* the column headed with “Seat” reports the supptiedt index for more
readability;

< the columns between regime names and seat indéxicaffect values;

* the columns on the right of the seat index coluromtain inhibition
quantities.

In Fig. 8 it's reported a tableau for a 3-seateystvith only one effect quantity.

1.4.21CS operator

ICS stands for Inhibition-Compensation-Separatiow @ndicates a particular
kind of decomposition from a given unitary reginmoi other two, due to the
superposition principle.

Let the given unitary regime ij‘, where “” has to be understood as non

specified inhibited seats.
The first two steps of the ICS operator, appliedatgeneric free seah are

equivalent to add and subtract the corresponddibition quantity kj',:‘ in the
same seat (Fig. 9). The third step consists inraéipg the two quantities in two
different regimes ( Fig. 10). The inhibition antigy kJnT is left in the original
regime (which now becomeRj'm) and its opposite- kj',:‘ now acts as supplying

guantity in the seam of a second regime that, superimposed to the fiiges
back the original one.

0 0 0
il 1 j 1 11 il 1 i 0
T (U, | 77 | V7777,
m ki'r:“ - ki'r’r‘f 0 m - ki'r’r‘f
0 0 0 0 0
R; Ry R |= R'j'm - ki;ﬂ” (R

Fig. 9: Adding and subtracting Fig. 10: Separating thevo compensating

the

same

quantity in the sean.

inhibition

-9
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1.4.3 Inhibition theorem

1.4.3.1 Proof

It is derived from the relationship of  Fig. afplying the ICS operator again
on the last regime. If we inhibit its septby adding the inhibition quantity

—ki‘r:]" Dkﬁ']% (remembering that this regime is a multiple B, through the

factor —K;™) and if we compensate it withn [K:!, which will be then

separated and made acting as supply cause inxheagime ki‘m Dkﬁ']% D?J , we

m
will get the symbolic equation:

. — M _,.m .. .m | ..
Rj = Rj kjm R +kjm kaj EIRJ- .
The superposition principle allow to arrange thisbolic equation as any other
equation, and thus:

v _ |,-m N v — DM _,.m |
R -k k)[R =R™ -k [R,
collecting the common factor:

L-k k)R =R"™ k" [R),

m I}
and at the end:

- 1
(Eq. 2) Ri = (R ~kjn [Ry)

1-Kin K

as reported in Fig. 11, with the obvious definitm‘rﬂ'j‘m.

:@ :% W
il 1| i| | |i] o i~k
m| 0 m m|  —Kj, m 0
0 0 0 0
R |= R™| + —ki' (R | + ~k;m k;:) [Ry
ReR-kiRlw. @

Fig. 11: Proof of the Inhibition Theorem.
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1.4.3.2 Goal
If we consider that:

it has been proved that any unitary regime candaiced from two regimes
which have one more inhibited seat each;

regimes with higher order of inhibition are eas@study, because inhibition
practically means suppression;

the theorem can be applied on the new two regigeting other more
simple (inhibited) regimes, and so on, until thes mo more simplifyable;

then the goal is to move the study of the (reallegisystem to regimes of
maximum inhibition and thus of maximum solution pliuity.

1.4.4 Fundamental formula

The proof is valid for any unitary regime, and tHas any principal regime of
orderv. The fundamental formula can be deduced directhsstutingm by v in
(Eq. 2). Starting from:

% - : (v-1) V- KIOR b

’ /) Wwith m=vwe get: R; =[R(, KYOR ]Q]
1

% y 1

U where: a, T KK

R- which can be particularized for any quantity orilnifion quantity:

(Eq. 3) Q(V—l) = lQ(V) k(V) [Q(V)lmf\\,/),

(Eq. 4) k(D = lkw) k(Y [Ik(v)]m(v).

1.4.5 Topological rule

The previous expressions are not properly usemdhe but it is possible to give
a topological formula of them, avoiding the anngyirse of indexes. We need to
add a new column to the tableau, calleddbgiliary column where to put the

values ofa@' , in correspondence WitRj(V) , as depicted in Fig. 12.

v

These values have to be calculated through theuptduketween the inhibition

quantity k (adjacent cell toq';

(v)

v

on the left) and the inhibition quantity

k\fjv) (symmetrically located to previous cell, with resp® the greyed diagonal

of the tableau).
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After a look to Fig. 13, where two examples for inhibition quantities and’,
for generic quantities) are reported, it is easyriderstand the topological rule:

a=[A-BIC]ID

Every cell “a” can be calculated from the homologaeedl “A” (same row and
column in the immediately upper level) subtracting product between the right
end of row cell “B” and the lower end of column Ic&L”, and multiplying this
difference by the value of cell “D” adjacent to “Bh the auxiliary column.

Level 3] Q Seal” k_1| k,| k| a

R® A | 1 A| B |D
2

RO [c| 3 c ..

Level 2

R |

Level 1

Fig. 12: Tableau with auxiliary column and symbokjions
(topological formula).

@ | = o[ a
k9 A X A
@ s | [k [
kY C o C
al D al D

a=[A-BIC]ID a=[A-BIC]ID

Fig. 13: Correspondence between symbols for thelégjcal formula.
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1.4.6 Solving mono-supply regimes

The topological rule allows to deduce all effectaigiven inhibition level when
all principal regimes of the immediately upper leaee known. The level of
maximum inhibition has to be studied directly, olicse, but its regimes are the
most simple ones (elementary regimes).

When all elementary regimes are known, then theatitee application of the
topological formula leads to the final evaluatidintloe Level 1 quantities. This
Level 1 corresponds to the regime, mono-supplieskat 1.

So, the basic algorithm is constituted by four step

1. Choice, enumeration and orientation of seats.
2. Direct solution of elementary regimes.

3. Calculation of inhibition quantities.

4. Calculation of effects.

For completeness, some remarks are here reported:

» the choice of the seats is normally arbitrary;

» the enumeration of the seats is arbitrary, exoapthfe supplied seat, which
has to be indexed with “1”;

e orientation of seats (if necessary) is normallyiteaty;

» the inhibition quantities have to be calculatedtfibecause they are needed
for the effect calculation;

» effects can be calculated separately, becauseatbiglus is row independent.

1.4.7 Solving multi-supply regimes

It is possible to solve regimes with more than smgplied seat because they can
be reduced to mono-supply regimes, due to the popiion principle, following

a similar procedure (not reported here) based en@% operator as well. The
final formula (given for the same three-loop cit}is a very simple expression:

(Eq. 5) R(Y1,Y2,Y3) = F1[RY + Fo[RYY + F3 (R
where the following quantities
Fz= Y3,

Fa=Y2—k$) Fs,
I:1 = Yl - kéi) Fs - kz(i) Fz

are called “auxiliary causes”. We notice that @éded quantities in this formula
are present or can be directly derived from thdetab calculated for the
mono-supply regime, with a minimal calculation dwead.

1.4.8 Flexibility
There some general feature of the method that rihakey flexible.
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148.1 Change of supply

If the auxiliary causes are left symbolic, then ge&t expressions which are
function of the supply values only. Once the falbleau is completed, then this
fact allows to solve the originary system with thepply values configuration
changed (not the seat displacement, of coursd)putitredoing the entire tableau
calculations: we simply need to recalculate theilauy causes by introducing
the new supply values and then to use (Eq. 5) totlge requested effects
corresponding to the new configuration.

1.4.8.2 Inverse matrix calculation

Once the full tableau is completed, inverse probdeiaing becomes immediate.
An inverse problem is of the kind: “find the causesthat the given effects are
produced” and it is depicted for a three-seat systwith the usual symbols,

below:

Xl = b11Y1+b12Y 2+b13Y 3

X2 = b21Y1+ b22Y 2+ b 23Y 3

X3 = b31Y1+b32Y 2+ b33Y 3
The coefficientsbij constitute the inverse matrix of the originaryteys. The
element displacement in this matrix can be intdgaras follows (see Fig. 14)
+ row (1): effects in regimeR (1,0,0) ;
« row (2): effects in regimeR (0,10) ;
+  row (3): effects in regimeéR (0,0,) .
Thus, the inverse problem is reduced to the caiomaf the last two regimes by
a supply change (see previous section) each, bethedirst one corresponds to
Rl(l) , already calculated at the end of the full tableau
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coefficients interpreted as: Calculation needed:
b =[ Xdy=1v=0,v=0
b2 =[ Xy =1,v=0,v=0

R(1,00)
(no extra calculation)

[
b31 [ X 3]Yl:1,Y2:O, Y=0
blz [XJ=0v=1y=0
2=
[

R(010)

X =
Z]Y =0.%=1%=0 (one supply change)

b32 X ]Y =0,%,=1Y=0
bs=[ X lv=0,v=0,v=1
b=[ Xy=0y=0y1

R0

(one supply change)

.= [ X3]Y1:0,Y2:O, ¥=1

Fig. 14: Regime correspondence for inverse problem.

1.5 Example

Let us consider a 3-loop circuit with one dependetiage generator of Fig. 15.
The mutual induction between L1 and L2 is not coeed (even if it is
possible), and the parameter values are not givecause we work in a
completely symbolic way.

If the tree is composed by the branches 4 andeh, tiie elementary regimes are
those summarized in Fig. 16.

If we apply the procedure explained in the previsestion we get the full
inhibition sequence until the final solution rowhieh is here partially reported
only for the quantity,:

E(1+ aCs+ CLZSZ)
R +(L +L, +aCR)s+(CLR +aCL)s’ +CLL,s’

I =

L4 la I

I
1t
le)
2
g
-
i

Fig. 15: Sample circuit.
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Fig. 16: Elementary regimes of the sample circuit

1.6 Conclusions for Part One

Symbolic programming can be used either for newhowtlogies or to renew old
ones. In this paper an obsolete method from thetpwmi view of numerical
computing (called IME) has been reformulated syndadly in a complete
abstract way, because its intrinsic nature of hiédiaal problem decomposer
helps to avoid some typical limitations of the syiib analysis of electric
circuits.

As a matter of fact, among the Mathematica envimmit allows to solve quite
wide networks, to deduce (semi-)symbolic relatigmstbetween circuit
parameters (very useful in circuit diagnosis, fearaple), or to utilize inhibition
tableau data to easily deduce other quantitieatéelto the circuit, of course)
like sensitivities and inverse matrix.

Furthermore, it is a flexible method because ihierdisciplinary and general in
finding solutions. Also it allows to solve “invergaoblems”, even if it is a
non-inverting method.

Part One showed the theoretical basis of the methddsome features, while the
software implementation is shown in Part Two o$ tthapter.
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2 Part Two - Implementation

This part is intended to show several software @mgntations of the general
method exposed on Part One. They all are realisex dymbolic environment,
based on the Mathematidaprogram. Even though they can be used to approach
any linear system, only electric circuits will beported as test examples. The
first implementation has a compact recursive atgorj fast, but not suitable for
wide circuits, because recursion needs a large ahedunemory. The second is
directly derived from a still compact but iteratiyi@ closed form) algorithm,
introducing a function for memory swapping onto matrage media, to allow
dealing with very wide circuits. The third one, riolly tested yet, is based on a
matrix formulation: simple and elegant for a fase@ution. For all these three
implementations, the user has only to write dowP3PICE-like “net list”
description (but even in symbolic, numeric or mixedy), because an
initialisation function can translate it into thguations constituting the starting
linear system. It is also possible to write dowe Bystem directly. From this
point onwards, the procedure is completely trarmmato the user which can
collect, at the end, a symbolic expression (or sgmbolic, if the starting
system was too), ready for further calculations mgnadhe Mathematica
environment.

2.1 Kernel of the implementations

The kernel of all proposed implementations is acpdure that takes amrank
rectangular matrix as input and gives(arl)rank rectangular matrix as output.
They represent all data needed to describe themsystgimes, respectively, of
level n andn-1 (with n andn-1 seats inhibited): the less inhibited is calculated
from the more inhibited as explained in Part Omeolder implementations of
this method there were several kind of matricesheane devoted to different
kind of quantities: effects, inhibition quantitiesyxiliary quantities and so on. In
these new implementations they are collected amspacted in a single matrix
structure to reduce memory allocations and to taheantage of the built-in
list/matrix oriented functions of Mathematica, whiallow a faster execution
with a single call on wide data structures rathantmultiple calls on narrow data
structures. There are several ancillary procedasesell, i.e. for translating data
from/to the user or to perform the task in diffdravays, with the selected
optimisation. All procedures are organised in ahéatatica package and they
are called from higher level functions which are #hell of a multi-algorithmic
tool for linear system (and linear electric circait course) analysis.

2.1.1 Input matrix

As input matrix we refer not to the data delivebsdthe user, but to the matrix
compiled by the symbolic processor starting from pinoblem description made
by the user. Considering an electric circuit theodigtion can be made either
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through an input file in a PSPICE-like form or thgh an equation system
directly written using whatever method you like.rlexample, in Fig. 17 a very
simple circuit is shown, just to indicate two pddsidescriptions, reported in Fig.
18: a “net list” description and an equation systerterms of loop currents and
an extra equation due to the presence of the dwscemce.

i

1 m1 Rz iz
F1 E2
B3 T
is Jlg frig ‘

Fig. 17: Sample circuit.

V_E1, 1,0 {

V E2, 2,0 E1==R1*1+R3%3,
I Tg, 0,3 E2==R2*i2+R3*3,
R R1, 1,3 - Vig==R3*i3,
R_R2, 3,2 i1+i2+1g-i3==0
R_R3, 0,3 }

Fig. 18: “Net list” and equations of the sampleuit.

In the net list symbols, the first character defirbe component type and the
characters following the underscore define thetedlasymbolic name, utilized
during the symbolic analysis.

The package has two particular ancillary functiahs: first one to translate the
net list into a system of linear equations (follogin this case only the Modified
Nodal Analysis - MNA) and the second one (repodsedcexample in Fig. 19) to
translate the equation system into the input maltnixhis case the user can utilize
any methodology to write equations.

IMEStartingTableauFromSystem[A_]:=Block[
G, K, LenkK, alfa

h

G=DiagonalMatrix[1/DiagonalElements[A]];
K=SetDiagonalElements[A/DiagonalElements[A],Null]

LenK=Length[K];

alfa=Table[{1/(1-K[[i,LenK][*K[[LenK,i]])}{i,Len K};
alfa[[LenK]]={Null};

Return[AppendRows[G,K,alfa]];

I;

Fig. 19: Input matrix translation function.
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This matrixmatis a rectangulam x (n+n+1) matrix and has the following shape:

mat=| n«neffects | nn inhibition quant. | k1 auxiliaryquant.

Acting in this manner, the input matrix can be d¢desed a kind of interface
between different circuit representation or evems ¢ircuit formalisation “made
by hand” by the user. Due to the fact that IME veowlith every linear system in
an absolutely abstract and symbolic way, it does nmatter wherever the
equations come from.

IMEShrink[mat_,gnum_]:=Block][
{

v=Length[mat],
w=Length[mat[[1]]],
newmat,

newel,

endcol,

endrow

endrow=v;
endcol=w-1;
newmat=Table[0,{i,endrow-1},{j,endcol}];
newellr_,c_J:=(mat[[r,c]]-
mat[[r,endcol]]*mat[[endrow,c]])*mat[[r,w]];
Do[
newmat[[i,gnum-+j]] =newel[i,gnum-+i];
newmat[[j,gnum-+il]=newel[j,gnum+iJ;
Ai,2,v-1}{j,i-1}];
I1flgnum>0,
(* calc effects, if any *)
Do[
newmat([i,ij]=newel[i,i];
Do[
newmat([i,jll=newel[i,j];
{j,endrow,gnumy];
J{i,endrow-1}];

Dol
newmat[[i,endcol]]=1/(1-newmat[[i,endcol-
1]]*newmat[[endrow-1,gnum-+i]]);
J{i,endrow-2}];
Return[newmat];

Fig. 20: Kernel code of the recursive and iteratimplementation.

2.1.2 Recursive and iterative kernel

The method can be activated in different ways, bseathere are different
procedure for the same task depending on the ggattion needed. They all share
the same data structure for maximum interopergpititit the recursive and the
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iterative implementation share the same kernelels whose code is reported in
Fig. 20. It is a C-like translation of the formuMaitten in the introduction and
applied to the proper elements of the input matrat

IMEShrinkByMatrix[t_]:=Block[

tempTableau

tempTableau=(
TakeMatrix([t,{1,1},{-2,-3}]-
Dot[TakeMatrix[t,{1,-2},{-2,-2}], TakeMa trix[t,{-
1,13.{-1.-3})*
Flatten[TakeMatrix[t,{1,-1},{-2,-1}]];
Return[
Together|
AppendRows[tempTableau,
MaplList,
1/(1-Flatten[TakeColumns[tempTableau,-1 *
First[TakeMatrix[
tempTableau,{-1,-
Length[tempTableau]},{-1,-1}1)]]
]

I

Fig. 21: Matrix kernel code.

2.1.3 Matrix kernel

The kernel of the matrix formulation works on a hmahatical relationship
between matrices and not between matrix elemédastie previous kernel does.
This approach yields in a very compact code, fastée executed (in interpreted
and not compiled symbolic environment) and takesaathge of the optimised
matrix manipulation function of Mathematica. Matoperands and operators in
this kernel are given as follows. The logic and thpological formula both
explained in Part One suggest to consider the imaitix structured as depicted
in the first three rows of Fig. 22: the tableauntfibition leveln is subdivided in

a rectangular matrixA , a row vectorB and two column vector€ and D . It is

easy to verify that the submatrg(, representing the tableau of inhibition lexel
1 (without auxiliary quantity column, in the lastwoof Fig. 22), can be
calculated with this formula:

a=[A-BrT|D
where | and [ are respectively the dot matrix product and thesgetar product
between matrices.
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n«n effects n«n inhibitionquantities nd aux.quant.
Al (n) i (n) (n) ‘ (n) ‘ (n)
1 - eln kll .- k1(n—1) k1n al
o) ™ e ™ em :
€n-11 -+ Cnipn k(n—1)1 - k(n—l)(n—l) k(n—1)n ar(:i
m o ™
I eﬂ) . ok Koy ¢ Koo |
LA C D
B
[ a(n-1) (n-1) | [ (n-1) (n-1)
1 - e.l.n k11 .- k1(n—1) _ S
: oo —a= [A— B [C] D
(n-1) (n-1)  [,(n-1) (n-1)
_e(n—l)l " e(n—l)n ! k(n—1)1 " k(n—l)(n—l)

Fig. 22: Matrix structures for the matrix kernel.

The code to implement this kernel is in Fig. 21. ¥vephasise that the symbolic
processor allows to work with a very simple aldar{ once the topological rule
is given in terms of symbolic matrix formula.

2.2 Implementations

Although the three implementations do not conditatstand-alone tool, they
represent a complete package to handle linearefsgsand) circuits. Properly,
IME solves only the “core”, that is, it calculatat effectswhich are present in
the input equation or which are indicated in thé& RE-like batch file containing
the net list description, and it does not implenfenctions for post-processing
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the outputs because the Mathematica environmeelf itéfers the ability to
(symbolically or not) manipulate results for exmies simplification,
approximation, diagram and graphics creation. lditawh, IME implements
functions to manipulate input data like net lisscgptions, traditional equations
or matrix equations to give to the user the gréatel&bility in thinking and
programming solutions. It is also possible to lthke IME processor to several
packages for other purposes like sensitivity calibohs [1] or fault detection
(fault dictionaries [2], Cycling Verify method [3,£hapter 1l]) to extend the
range of IME applications. These applications sllaeesame disadvantages and
advantages of all interpreted environment: notféstest execution, no memory
optimisation, but great flexibility and code maim@ce for further expansions.
The mentioned disadvantages are mitigated by ttringic characteristics of
IME theoretical formulation and by the particulenplementations proposed, but
in comparison with other symbolic processors tla@eesome other remarks [5,6].
Specific benchmarks for symbolic processors do exist (yet), so a truly
comparison is not possible [6], but it could besrasting to outline some features
and results referring to a practical example, adlyeased in [2], and reported in
the next section.

V_Vi 1,0

}T Rz Ra v
@L;LW A W
R ,

Wi R= Cz 2

Ve

Fig. 23: Sample circuit and its “net list” .

-(2*R2) + i1*(R2 + R1/(1 + C1*R1*s)) == Vi,
A(1*R2) + i2*(R2 + R3 + 1/(C2*s)) - i3/(C2*s) == 0,
i3*(R4 + 1/(C2*s) + 1/(C3*s)) - i2/(C2*s) ==0

Fig. 24: Equations written in terms of loop cureent
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1 +-
B
1 1
WI +@s 0 0 Rt E+QGs 1 0
0 0 1+ClRLs 1+C]F.d-Rls 0 0 1

L o 0 1 -
Rrrars
0o —t 0o -
R)J'R}F-Q—S F2+F3Fu—
0 0 1 H \ / I
RHQ]?J'?%

Fig. 26: Input matrix (with no auxiliary column) tarms of loop currents.

2.3 Circuit example

Let us consider the circuit of Fig. 23. Its destiop can be given in a
PSPICE-like manner or through directly written eiipuas like in Fig. 24. In both

cases, this description will be automatically ttates] into the input matrix by an
ancillary function. The input matrix, in symboliorfn, is reported in Fig. 25 and
Fig. 26, starting respectively from the “net lisiscription and from loop current
equations (without the auxiliary column for readitpreasons). Now, IME and

other calculations will be activated either by coamals in a batch file or
interactively by the user, which can work on themwnf the desktop. A great
advantage of this package is that the user hasonebrry about the input form

and that he has (virtually) no constraints on mamathe output. Examples of
further elaboration on the circuit solution areadpd in Fig. 27, Fig. 28 and Fig.
29, with particular interest to circuit diagnostics

H(s,R1,R2,R3,R4,C1,C2,C3) = Vu/Vi =
(R2 + C1*R1*R2*s)/(R1 + R2 + (C1*R1*R2 + C2*R1*R2 + C3*R1*R2 +
C2*R1*R3 + C3*R1*R3 + C2*R2*R3 + C3*R2*R3 + C3*R1*R 4+
C3*R2*R4)*s + (C1*C2*R1*R2*R3 + C1*C3*R1*R2*R3 +
C1*C3*R1*R2*R4 + C2*C3*R1*R2*R4 + C2*C3*R1*R3*R4 +
C2*C3*R2*R3*R4)*s"2 + C1*C2*C3*R1*R2*R3*R4*s"3)

Fig. 27: Network functiord=Vu/Vi with all symbolic parameters.
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SensC2 = D[H,C2]*C2/H =

-((C2*((R1*R2 + R1*R3 + R2*R3)*s + (C1*R1*R2*R3 + C 3*R1*R2*R4
+ C3*R1*R3*R4 + C3*R2*R3*R4)*s"2 + C1*C3*R1*R2*R3*R 4*s"3))/
(R1 + R2 + (C1*R1*R2 + C2*R1*R2 + C3*R1*R2 + C2 *R1*R3 +
C3*R1*R3 + C2*R2*R3 + C3*R2*R3 + C3*R1*R4 + C3*R2*R 4)*s +
(C1*C2*R1*R2*R3 + C1*C3*R1*R2*R3 + C1*C3*R1*R 2*R4 +
C2*C3*R1*R2*R4 + C2*C3*R1*R3*R4 + C2*C3*R2*R3*R4)*s N2+

C1*C2*C3*R1*R2*R3*R4*s"3))

Fig. 28: Symbolic sensitivity dfl to the parametet2.

test: w=200 rad/s

0 0.10.2 0.3 0.4 0.50.60.7

Re

Fig. 29: Fault dictionary in terms of real and inmagy part ofH, related tdR2
andR3, varying from 0.1 to 10 times the rated value.

2.4 Conclusions for Part Two

Part Two pointed out some features related to dfftevare implementation of a
method for the symbolic analysis of linear electiiicuit, explained in detail in

Part One. The proposed implementation consists Mathematica package
containing three different but interchangeable ieeis of the method plus a
function library to help the user preparing inpuatal No post-processing
function is given, because the Mathematica enviemmitself offers a great
variety of functions to manipulate results in syfidyanumeric or graphical way.
Thus the implementation covers only the softwargirento efficiently solve

wide linear circuits, due to the intrinsic naturé tbe method, based on a
hierarchical decomposition of the starting problémo smaller and easier
sub-problems and on a further recollection of them.
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Chapter IlI

Reflection on circuit diagnostics

Symbolic Calculus (SC) is nowadays becoming awegl to circuit analysis due
to powerful symbolic processors and even commeasiak running on a normal
PC [1,2,3]. They often use a large amount of megrouy there are algorithms to
treat wide circuits too. Related to this, sevéwathors showed that SC allows to
define new diagnostic techniques or to improve texgsones [4,5,6,7,8,9],
because the symbolic solution of a circuit is oh#sogeneral representation that
can be particularized under several conditionsessled, taking into account i.e.
measured values, parameters tolerances or thdechumther processed to simply
obtain other characterizations for each situatlanparticular, the IME method
[Chapter 1], based on the superposition princigields the general symbolic
solution of linear circuits by means of hierarchisaguences of more elementary
analyses of smaller circuits (derived from the tsigrone, suppressing some
elements and thus more simple), working with a uaifpur-term formula. This
“circuit splitting” logic [Chapter 1] is intendedf relatively wide electric circuits
and it is performed mathematically [3], e.g. frohe tadmittance matrix, or
physic-functionally [8,10].

1 Part One - Cycling Verify Method

1.1 The basic idea

Part One is intended to show the possibility tofgrem fault location and

identification in case of single or double fault {mear analog circuits with a
symbolic algorithm that allows to use few obserealpoints. Under some
hypothesis [11], the fault location is made throagfirst group of measures for
the analysis and a second one for the validatiomgréup of test equations,
obtained from the symbolic solution of the circistcyclically solved in turn for

each group of parameters under test, leaving ther anes at their rated value. A
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validation equation, still obtained from the sargmigolic solution, has the task
to validate the faulty or non-faulty situation thiose parameters.

1.2 Single fault diagnosis - Problem definition

1.2.1 Definition

We consider the simple case of a single fault due variation from the rated
value of a component; we exclude short or operuitgaovhich correspond to
circuit topology modifications. Assuming to have:

* a symbolic solution of a linear circuit in termsrafde voltage (if in terms
of loop current it would be equivalent) which allova first test point
expressed as:

V(P Pyses Prn)

where (P, P,,-., P,,) are the circuit parameters

+ ameasured test voltad¥ at a fixed frequency to detect the fault;

e a symbolic expression still derived from the synibaircuit solution and
related to a validation point (on a second obsdevabde) expressed as:

VW(Pys Pys-es Prn)

e ameasured validation voltag®/ at the same fixed frequency.

If we assume that the fault occurrence is possiblg among the parameters to
which the test voltage has sensitivity, we will ifiethe sensitivity of the test

voltage to each parameter to exclude that onesdibiat affect the test voltage
over a definite threshold. If the affecting paraenstare

(Pys Pases Po) s

the excluded ones are

(pn+1! pn+21"! pm)

and they will be taken at their rated value, thus symbolic expressions are
function of only:

(Pys P Po) -

We emphasise the strategic importance to have adigrsolution, because all
sensitivities can be directly calculated througbehllaic manipulations by the
symbolic processor.

Now, it is possible to define the following equaiso
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(Eq.1) tv(py, P2y Pn) =tv
(Ea.2) WPy, Pyses Py) =WV

They are respectively callegst equatiorand validation equation Of course,
they are satisfied when the values of all pararsedad the measured values are
referring to the same situation being measured.

1.2.2 Diagnosis
If the rated value of the affecting parameters are

(P P2y Pa) s
and the actual values are

(P, Pases Py

then, according to the definitions of the previsubsection, it will be:

tv(P,, Pyyees P,) =1V,

If we assign the rated value to all but one paramete can write an equation in
one variable. Leaving the first parameter as thgue unknown we get an
equation of the type:

tv(xl,f)z,..,?)n):tT/.

Solving this equation with respect % we obtain the value oy, as if it were

the parameter that actually affects the fault. @gcthis calculations through the
n parameters at the end we getectors, which can be rearranged in miatrix
of the possible single fauits

X P2 P3 - Py
P X Pz - Py
P P X .o Py

P P2 P3o X

Each of them is the solution of an equation andainan-1 rated values and one
hypothetical faulty value. If the circuit behavesfaulty and only one parameter

can be out of its rated value (sayidg), only one of the previous vectors will
satisfy the validation equation:
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VW(X,, Py Pasers Py) = W
WPy, %o, Pasen Py) # W
WPy, Pas Xg5e0 Py) Z WV

VP, Pys PareXy) W

Thus, checking the validation equations, we getinfermation about the faulty
parameter, because thth satisfied equation corresponds to itk component
(parameter) of the row.

1.2.3 Example

Let's consider the very simple capacitive-resistteuit of Fig.1, where the

impedance values are reported in ohm. We have tk with complex numbers,

but Mathematica function are able to transparemégt these kind of numbers,
allowing the symbolic solution of complex equatiarigeal unknown. Parameter
values are meaningless, because they are intengsdfgr doing simply

demonstrative calculations.

A Cab
- Il
10
| :
Fad 4 Rbd B
Vin
&
Q“ 10 U 2 % Rhc
Cac
o
3 C
Roc

Fig.1: RC circuit example.

Impedances are split in their two real parameRrand X; fixing the supply
frequency to 1, and takarbd as test voltage

tV(Rab' Xab' Rbc' Rcd'Rachc' Rad'Rbd)'

andVbcas validation voltage

W(Rab’xab’Rbc’Rcd’Rachc’Rad’Rbd)’

and solving symbolically the circuit we get from tlamatica the expressions for
tv (reported below) andv, in terms of complex numbers:
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tv(Xab,Rbc,Rcd,Xac,Rad,Rbd)==(Rbd Vin (Rab+| Xab) ( Rad Rbc+(Rab+l

Xab) (-Rcd-I Xcd)))/((-Rbc (Rab+l Xab)-Rbd (Rab+Rac +Rbc+l Xab))
(Rad Rbc+(Rab+l Xab) (-Rcd-I Xcd))-(-Rac (Rab+I Xab )-Rad
(Rab+Rac+Rbc+l Xab)) (Rbc Rbd+(Rab+I Xab) (Rbc+Rbd+ Rcd+l Xcd)))

If we simulate a fault by imposing th&@ab has value 2 instead of 1, we get the
(simulated) measured test and validation voltage:

tv=1.7902+0.0631,

w=1.7903+0.02351 .

Cycling the test equation through the parametats We obtain the following
equations in a single unknown, from an automatedqmure:

60. (948.482 + 6.28319 I Rab)
(31723.6 - 1796.99 1) + (8527.34 - 106.514 1) Rah ~
60. I (-150.796 +Xabh)
(-70. - 5051.68 1) + (1357.17 - 17. I) Xah =
60. (1. + 473.741Rbe)
(14197.2 - 1332.04 1) + (8763.21 - 232. 476 I) Bhc
0. (948. 482 + 16. 8496 T Red)
(31723.6 - 1796.99 1) + (8290, 47 - 320. 442 I) Rod
60. I (50.2655 - 1. Xed)
(-72. - 1663.89 I) + (439,823 - 17. I) Xed
60. (L. + 236.571 Rad)
(7093.12 -1017.88 1) + (6157.63 - 194,779 I) Rad
56908.9
(5672.89 - 728,849 1) + (5210.15 - 213. 626 I) Rac
9484, 52 Rbd }
(4726.41 - 515,221 1) + (4499.54 - 213.628 1) Rbd

{l. 79025+ 0.0630976 T ==

1.79025+ 0.0630976 T ==

1.790E5+ 0.0630976 T ==

1.79025+ 0.0630976 I ==

1.79025+ 0.0630976 I ==-

1.79025+ 0.0630976 T ==

1.79025+ 0.0630976 T ==

1.79025+ 0.0630976 I ==

each giving, in turn, the hypothetical value foeqrarameter if it were faulty. For
each situation we get a vector with the paramedéres taken from the rows of
the matrix of the possible single faults:

0.083I -0.2 Z. a -0.08 4, 5. 6.
a -0.08 Z. a -0.08 4, 5. 6.
a -0.2 2.-0.11 a -0.08 4, 5. 6.
a -0.2 Z. -0.007+0.031 -0.08 4, 5. 6.
a -0.2 Z. a 0.02+0.0071 4, 5. 6.
a -0.2 Z. a -0.08 4, -0.31 5. 6.
a -0.z Z. a -0.05 4 5.+0.11 6.
a -0.z Z. a -0.05 4. 5. 5.-0.81

They have to be validated by the equation, whiaghesponds to (Eq. 2),

vv(..) =1.7903+0.02351 .

The cyclical verification of the previous equatifor each row of the matrix
yields the validation vector

{True ,True ,False,False FalseFalse,False,False}

where the “True” at the first two places indicattest the first complex parameter
(or equivalently the first two real ones) is thalfg component, as expected.
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1.3 Double fault diagnosis - Problem definition

1.3.1 Definition

The problem definition is the same as the previmos. The only difference is

that the fault is due to a variation from the ravadue of two components; we

still exclude short or open circuits which corresgoto circuit topology

modifications, and do not consider parametersdales or sensitivities.

Therefore we have the nearly the same assumptoimsthe case of single fault:

e a symbolic solution of a linear circuit in termsrafde voltage (if in terms of
loop current it would be equivalent) which allov ffirst two test points to
be expressed as:

V(P Pys--s Pr)
v2(py, Pase1 Py)
where (p,, p,,.-,p,) are the circuit parameters
* two measured test voltagegl and tv2 at a fixed frequency to detect the
fault;

» a symbolic expression still derived from the synibalircuit solution and
related to a validation point expressed as:

WPy, Pzs-s P)
on a third observable node;

* a measured validation voltagfv at the same fixed frequency.

1.3.2 Diagnosis
Like in the previous case, if the rated value c# tiffecting parameters are
(p;» Pys--,P,) » @nd the real values a(g,, p,,..,p,) . then it will be:

tVA(P,, Pysees Py) =TV,
tv2(p,, p,,.-,P,) =tv2.

If we assign the rated value to all but two parameetve can write two equations
in two variables. Leaving the (i.e.) first two pamgters as the unique unknowns
we get an equation system of the type:

tVA(X,, X, Psr.r P,) = VL
tv2(X,, Xy, P3y.- P,) = V2
Solving this system with respect 8§ and X, we obtain the value o, and

p, as if they were the parameters that actually affiee fault. Cycling this

calculation through all the possible couples ofrapzeters, at the end we get a
collection of vectors, which can be rearranged ha matrix of the possible
double faults
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Xl X2 p3 p4 pS e pn
X B X Py Ps - Py
X B P X Ps .o Py

P X% X% Py Ps - Py
P % P X Ps .. Py

PP e X X

Each of them is the solution (if it exists) of ajuation system and contains2
rated values and two hypothetical faulty valuesh# circuit behaves as faulty

and only two parameters can be out of their ra@ldes (sayingX, and X,),
only one of the previous vectors will satisfy ttidation equation:

V(% Xy, Py, Pysees Pp) = W
VP, Xp Xa Py Py) # W
Vv(pl’ p2’X3!X41--1pn) EAVAY,

WPy, Pys Paneer X gy X ) £ W

Thus, checking the validation equations, we getinf@mation about the faulty
parameters, because tkih satisfied equation corresponds to itle component
couple.

1.3.3 Example

Let's consider the very simple resistive circuit FEifj. 30. Parameter values
(reported in ohm in the figure) are still meanisglebecause they are intended
just for doing simply demonstrative calculatiorikelin the previous example.

Fig. 30: Circuit example.

*
At this time we will take loop currents insteadveoitages as test functions:

11 astilR,R,,R;,R,,R,),
12 asti2(R,R,,R,,R,,R.) .
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Taken the voltage on node 1 as validation function,

viaswR,R,,R;,R,,R,),

and solving symbolically the circuit we get from ttlamatica the equations for
til, ti2 andvv; for example the corresponding equationtfbris:
ti1(R1,R2,R3,R4,R5)==(10 (R2 R4 + R3R4 + R2ZR5 + R 3 R5+R4R5))/

(RIR2ZR4+R1R3R4+R2R3R4+R1R2R5+R1R3 R5 + R2 R3
R5 + R1 R4 R5 + R2 R4 R5)

If we simulate a fault by imposing thR2 has value 6 instead of 2 aRb has
value 7 instead of 5 we get the (simulated) meaistest currents and validation
voltage:

1= 12701 2= 660, = 3660.
49: 49¢ 49¢
If we apply the single fault checking proceduresuasing for examplél as test
point andvv as validation point, it fails; that is, no validat equation is satisfied
for the single fault. Therefore it is possible tontnue looking for the double
fault.

Cycling the test system through the parameter esupl

{{R1,R2}{R1,R3}{R1,R4}{R1,R5}{R2,R3}{R2,R4}{R 2,R5},{R3,R4}{R
3,R5},{R4,R5}},

we obtain equations like the following two onesyegi for the possible couple
{R3, R5}:

10 (1+R3 +2R5 + RIRY) 110 10 (1 +R5) 20

{ -2

1+2R3+3R5+2R3RS 21 " 1+2R3+3R5+2R3R5 ?

For each situation we give a vector with the patemealues taken from the
rows of the matrix of the possible double faulttially reported:

1.16 5.65 3. 4. 5.
2.92 2. -0.37 1. 5.
2.92 2. 3. -0.93 5.
2.92 2. 3. 4, -0.589
1. = 3.32 1. 5.
1. . 3. 5.18 5.
1. a. 3. 4, 7.

They have to be validated by the equation
3660
49¢

The cyclical verification of the previous equatifor each row of the matrix
yields the validation vector:

w(.)=

{False,False,False,False, False,False,False, True y o}

where the “True” at the seventh place indicatesstienth parameter couple,
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that isR2andR5 are the faulty components, as expected.

1.4 Multiple fault

It might be possible that this method could be motésl to the more general case
of multiple fault, because, if the double fault ckiag procedure fails, it should
be possible in the same manner to continue loofanghree faulty parameters,
and so on. The main task wold be to build all theeg¢ (ork) components
combinations and to solve the right three kprtest equations with respect to
those parameter variables in turn. The proceduriledion time grows with the
multiplicity k of the checked fault, but it should still remaafast procedure due
to presence of the symbolic solution. It is posgsithlat two or more rows satisfy
the validation equation, that is the procedure caly individuate a group of
possible faulty components. To solve this ambiguigy have to change the test
and/or the validation point; if the solution isllsiambiguous, changing the
diagnostic technique could be needed [8,10,11]

1.5 Interval algebra for real circuit tolerances

In the previous sections we outlined the groundsbafsthis method to point out
its formal structure. To handle real circuits weedeto take into account
tolerances [6,14]: this can be done without chamgie formal structure of the
method, due to its intrinsic symbolic formulatidRated values and parameter
values can be passed to the symbolic processange of values and the further
calculations are performed in a transparent waythsy “interval algebra”
embedded in the symbolic processor. For examplearameter valueR4) is
expressed in Mathematica form as:

R4=Interval[{3.8,4.2}]
for a value of 4 with &5% tolerance. Test equations look like the follayvin

(Interval[{19.99, 20.00}]*(R1*Interval[{2.99, 3.00} 1+
Interval[{53.99, 54.10}])) / (R1*Interval[{122.90, 123.00}] +
Interval[{477.98, 478.01}])

Interval[{1.67, 1.89}],

which is automatically generated by the test praoedand solved by the
symbolic processor for:

{R1 - Interval[{1.01807,1.95378}]}
1.6 Conclusions for Part One
Considering a symbolic solution of a circuit and thterval Algebra embedded

in the symbolic processor, the basic idea to hawgroaip of test equations
through which it is possible to check in turn dlktcorrespondent parameter
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groups, seems to yield a simple algorithm for féadhtion and identification. In
our elementary examples the groups count one or dguaations to detect
respectively one or two parameters (single or doddllt case), but it could be
hopefully extended to a higher number of parametgrsthis case a higher
number of observable nodes is needed. In case bigaity it is possible to
change the test and validation group.
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2 Part Two — Multifrequency testing

Part Two discusses some symbolic procedures forowig the fault diagnosis
of linear analogue circuits. The procedure, basedME, belongs to the SAT
(simulation after test) diagnostic techniques, atmhcerns the parameter
identification approach and the fault verificati@pproach. An Example is
presented by using a simple network to show inildéte feasibility of the
procedure.

2.1 Introduction

The fault diagnosis in analogue circuits, in patac the fault detection and
location, can be developed using several techniffijesll involving the circuit
simulation, both the simulation before test apphoé8BT) and the simulation
after test approach (SAT).

In these techniques the circuit simulation playsgesy important role but often
needs of an excessive CPU time as the circuit imeigtimulated many times in
correspondence of different fault situations.

The symbolic solution of the circuit, that usuadign be obtained only for small
circuits, allows us to overcome these difficulties.

Many symbolic techniques are developed to analysal circuits [2-4]. IME
easily allows us to get the symbolic responses@isarge linear electric circuits
[5,6,7, Chapter Il and [Jl Besides, if a circuit response to an assignetksysf
sources is known, IME allows us to get the respdasany different system of
sources simply working up a succession of exprassiorresponding to the first
circuit analysis; therefore a further circuit arsadyis not needed.

IME method features allow to easy realise diagoottsks utilising symbolic
elaborations: in particular by combining the usetaf substitution theoreni8]
and of themultifrequency testing

But the question of resources amount (in terms esfuired hardware and
software) still remains:, e.g.:a 10000 matrix representing an electrical linear
network is quite usual, but its completely symbatieersion was unsuccessful on
a 486DX computer, equipped with 8Mb RAM and a papuehlculation package.
The IME method [7,9], like other methods [2,3,4ems to allow flexibility and
reliability in reaching symbolic solutions. It im&ed on a simple calculation rule
and allows to split the analysis problem into a usemge of hierarchical
elementary circuit analyses, which can be solveparsgely reducing the
computation complexity and consequently the reguaestmount of memory.
These features avoid the well known problems agism case of symbolic
analysis.

The comparison with a classical inversion methoBIE}: the minors method, in
term of memory employment (static, dynamic andltotamory) is reported in
the next table, for anxn matrix.
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Table 5:CME and IME Memory allocation.

CME IME
Static n? n*(n+3)
2
Dynamic n(n-1(2n-1) 0
6
Total n(n+1)(2n+1) n’(n+3)
6 2
Allocations n! 3n

The comparison in terms of computing time is repdrtin Fig. 2. The
performance in solving a circuit under several petage of symbolic
elements,(from a completely numerical circuit elatee0%, gradually to a
completely symbolic ones 100%) is clearly depictéds clear that IME method
becomes very suitable as the symbolic elementmareasing.

2.2 Diagnostic procedure

Starting from the IME method ability to provide amgquested response of a
circuit in complete symbolic form, improvements che obtained in the
diagnostic techniques.

In particular the IME method has been used togperfthe network sensitivity
analysis of large circuits in [7], and to improwe tprocedures based either on the
fault dictionary, or on the parameters identificatby using the substitution
theorem in [8].
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Fig. 31:Speed performance of IME and CME.

About the last application we have to emphasiseesdrawbacks. In fact all the
voltages (or all the currents in the case of mewllysis) must be observable to
detect a possible fault related to any circuit congnt, this is not the best way to
face a diagnostic problem.

On the contrary if we restrict the attention on thealisation of the fault, only
few circuit values are needed.

The symbolic linear equations that the IME methadvjules, look like the
following [8]:

Vi=F((1,1213 ....... )
(Eq. 1) Vo=F(l1,12,13 ...... )
V3=R((I1,12, 13 ....... )
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where the V are the measured voltages and thee Itta current sources
simulating the considered faults. If we find, frdine solution of the linear system
(Eg. 1), that the currenplis unequal to 0, this means that the fault islleed

on the branches convergent to the node 2. Therefaraler to localise a faulted

branch or some possible faulted branches (a faatted), we need to know only
the voltages of the nodes in which current souacesnserted.

After getting this result, to determine the exaatilfed branch (or the exact
faulted branches) and to evaluate the perturbagesadf the faulted components,
the multifrequency testing method can be used vatluced effort. In fact the

multifrequency testing method, by using for exama¢etest point the node 1,
provide symbolic non linear equations that loole ltke following [8]:

Vi(w1) =Mz (p,w1)
(Eg. 2) Vi(wp) = M2 (p, wx)
V1(wg) = M3 (p, w3)

wherep represents the parameters vector. Obviously thatesgunumber, and
consequently the number of test points or testukagies [10] depends on the
parameters vector order. As higher is the ordgr aé harder is the solution of
the non-linear system (Eq. 2).

If the faulted zone is known, it is possible toleme the parameters out of the
faulted zone with the numerical nominal values, &mdeave as unknowns the
parameters into the faulted zone. In this way thaten of (Eq. 2) is certainly
easier and quite immediate if only one parametanisiown [10].

Therefore a good idea is to use IME method as tepim [8] to localise the
fault zone, and then to use again the IME feattogzovide the system (Eq. 2)
in order to apply the multifrequency testing methiod reduced form, as
previously explained. The following application exale shows this technique.

2.3 Example

As an example, the simple circuit already considere[1,8] has been chosen
(Fig. 32). Let's suppose the faulted zone includly the node 2 and Vo be the
observed variable. Recalling the previous constaara we have to consider as
unknowns the parameters R3, R4, C2 and C3 pertpioirthe node 2, and we
have to assign the nominal values to the unfawtedponents R1, C1, R2.
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Fig. 32: Sample circuit.

To perform the diagnosis by applying the multifreqoy testing method the
following steps are needed:

1) A circuit analysis in the Laplace domain to pdavthe transfer function of the
observed voltage Vo in symbolic form;

2) Construction of the system (Eq 2). Due to thespnce of four unknowns and
one test point, we have to perform two measurenarttso different frequencies
Vo(wy) and \p(up). The corresponding equations

Vo(w1) =M1 (p, w1)
(Eg. 3) Vo(ep) = M2 (p, wp)

can be split into the Real and Imaginary part,rgithe four non-linear equations
needed to evaluate the 4 unknowns.

The nominal values of our test circuit are RR, = 1IMQ, R, = 10MQ, R; =
2MQ, C, = 0.0uF, G = G; = 0.00uF. The chosen test frequencies are 10 and
200 rad/sec. At these frequencies for +30-perceiations in the circuit
element Rand G, from the measurements we have obtained:

Vo(10) =0.902-0.073 |
V(200) = 0.318 - 0.430 |

Therefore the system (Eq. 3) becomes:

+0.902 = Re[M (p, 10)]
-0.073 = Im[M (p, 10)]

+0.318 = Re[M (p, 200)]
-0.430 = Im[My (p, 200)]
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The equations automatically provided by IME arecheaported in Mathematica
format:

{0.90190330342889 == ( 10000000*

(11000000 ~ 1.210-7°C2%R) = 1.¢10°70CIWRY = 1.910~7*CI™RG ~
1000000000000000°C2*CI*Re =~ 1100000000eCI*CIVNI*NG )}/
((11000000 = 1.#10“7*CI*RI ~ 1.910-70CIORT ~ 1. +10-79CI?RE -

L000000000000000°C29TI*RE = 11000G0000SCISCIMRITNG)+2 =

(1.%104641 + 100000G00000000SISCE + 10000000000000CT+CY +
110000000+I*C2*RI + 110000008¢IeCIeRI + 110000000*I*CI*Re -
1.%10480IeC2¢CI*RIRL}~2) ~

(1.710%6%(~(1,.#10-8) = 100000000000000SCT ~ 100000000000000C3 ~

- 1100000004C2*R] = 110000000°CI*R3 = }10000000SCI*RE +
1.%10°8%C2CI*RI*RE) )/

((11000000 = 1.#10°74C2%RI = 1.2104TeCIRY = 1.210~PeCI?Rg ~
1 00 CI¥CI*R4 = 11000000009CTCCIRIIRE)~2 ~
(1.%10~6eT + 1 I*C2 + 1 ) I*Cc) +
110000000I+C2*R3 + 1100000008 L*CI*RI + 11C000000CI+CI*RE ~
1.%10~8*I*C2*CI*RI*NE)~2),
=0.0733642110282499% == (1.*1076®
(11000000 ~ 1.%10*7*C29R] = 1 .210~TOCIR] = ].#104T7SCIRE -
1 CI*CI*R4 =~ 1100000000°CI*CI*RIMNG))/
((11000000 = 1.710°7%C2*RI = 1.41047eC38RY = 1, *10°7¢CI*RY -
10 CI*CI*R4 -~ 1 10050Q000SCI*CI*II®RG ) ~2 -
{1.#1046*%1 + 100000000000000STSC2 + 100000000000000eI*CI +
1100000004 T#C2*R3 4+ 1100000000I8CI*RI + 110000000 LSCITRY -
1.010~B*I*CITCITRITRE)~2) +

(10000000e(~(1.420°6) = } €3 -1
110000000*C2I*R] ~ 1100000006CI*RI -~ 1100000009CI*RE +
1.%10°8#C2*CI*R3I*R4) )/

((11000000 = 1.*10~7#C29RI =~ . *10-TECI*R) ~ 1.*10~TeCI*RE ~
1 2*CI*R4 =~ 1100000000°C2*CI*NI*RE)~2 ~
(l.®10°6%Y + 1 I®C2 + 1 I*CY + -
1100000004 I4C2#R3 + 110000000°X4C3I*R]I + 110000000°I2CI*RY =
1.2104S*I*CI*CI*RI*RE)~2),
0.3183183203701878 == (10000000®
(11000000 = 4.%10%9%C2%R) = 4.210°99CIR] ~ 4. ¢10-90CI*RE -
400000000000000000+C2+C3*RE = 440000000000CI*CIRI*RE) )/
({11000000 ~ 4.410°9°CI*R] = 4,210°99CIMNI « 4.+10°9SCINE ~
4000000000000000004CI*CI*RE = 440000000000°CIFCIMI*NE)~2 -
(2.%10~7%1 + 20000000000000004I5C2 + 200000000000000001C3 +
2200000000°I°C2*R3 + 2200000000°1ICI*R) + 2200000000°ISCI*RE ~
8.910411°I+#C2*CITNI*RE}~T) -

(2.%10~7%(~(2.410~7) = 20000000000000008C2 - 2000000000000000%C3 ~
2200000000°C2*RI ~ 2200000000°CI*R3 -~ 22000000000CI*RE +
8.910~11*CICI*RINRG) )/

((11000000 ~ 4.*10°9%C2*RI = 4.910°F4CIRI = 4.210~9OCIRG «

4 C2CI*RE = 440000000000SCTHCITNITRG )~2 -
{2.910~7T + ISC2 + 20000000000000000I*CY +
2200000000+1I+CI*R] + 2200000000°I9CI*R] + 2200000800°I+CI*RE =
8.210°11°I9C20CI*NIVRG ) ~2),
~0.43017487687401 == (2.410~7%
(11000000 = 4.410°99C2%RI = 4. 010°9CIIRT = 4.010°9eCI*RE -

400000000000000000*C29CI*RE ~ 44 CI*RI*RE ) )/
((11000000 = 4.210°9%C2*R] = 4.*10°9FCIN) = 4.*10°99CI2RE -
4 C2CISRE -~ 44 CICINNI*NE)~2 -
{(2.80047+1 » I*C2 + 2000000000000000°IeC3 +
2 Te*CI*RY + 2 TOCI*RI + 12000008000IeCIORE ~
B8.9107112I*C2eCIPNIRA)I~Z) +
{10000000%(=(2.#10~7) =~ 2 C2 =~ 2000000000000000%C3 ~
2 C2*R) - 2 "3 = 2200000000°CI*RE +

B,*10~119C2*CI*RI*RY ) )}/ :
({11000000 « 4.910°98CIRI ~ 4.710°90CIMNI = 4.210°90CIING =
4 CZFCISRN4 = 440000000000°CToCY ~2 -
(2.#10~7¢1 + 20000000000000004 8C3 + :nooomm-’:;:g L
22000000004T¢C2*RS + 22000000009TeCINI + 23000000000 *CI*RS ~
8.%10°11°1*CI*CI*RI*R4)~2}) t

The Laplace variabls has been replaced byu'and therw by the corresponding
test frequencies 10 and 200 rad/sec. About themmea vectop the elements
out of the faulted zone (RC; R,) have been replaced by their nominal values,
remaining as symbols the other elements.
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2.4 Conclusions for Part Two

A symbolic and semi-symbolic technique appliedhe fault diagnosis of linear
electric circuits has been discussed. This teclnigased on the circuit analysis
method IME, is pertinent to the parameter iderdifizn approach.

The generation of suitable symbolic equations thholME is easy for wide
circuits too, while solving them can be very hard this case, due to the
non-linearity of the expressions and the high numtfeunknowns. Thus, an
application of this diagnostic technique basedhendubstitution theorem allows
first to restrict the faulted zone, and then thdtifnequency testing method can
be applied with a reduced number of unknowns pingichn efficient way to
determine the perturbed values of the faulted comapts.

A simple example is developed in detail, to show tleatures and the
improvement obtained by utilising this technique
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Chapter IV

Reflection on circuit analysis

Starting from the same basic idea, that is, pddi@ing a general symbolic
expression imposing definite transformation rutes circuit analysis procedure
are proposed. The first one for switching circugisd the second one for
piecewise-linear circuits.

1 Part One - A procedure for switching circuits

Part One is intended to show the feasibility of lenpenting symbolic techniques
for the analysis and design of switching circuits. particular, the symbolic

approach, based on symbolic analysis in the Lagtacsform domain, is applied
to DC-DC switching converters. Several topologiasluding resonant ones [1],
are considered as examples showing the method rimepi&tion and its related
features and advantages.

To study switching circuits, one needs analysishods even more efficient and
flexible. Several time-domain analysis methods Haeen proposed, for example
in [2-9], and recent versions of PSPICE allow shéit networks with non-ideal

switches to be treated, leading sometimes to nouorate solutions and/or
convergence problems.

In general, the above methods are acceptable foe |witched networks but
they suffer of the most common problems of suchproach:

« discontinuities at the switching instants and gaesDirac impulses are not
considered,;

« difficulty of implementing circuit equations in cqmater programs;

 restriction to only one topology change at eachchng instant.

More general drawbacks are:
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» the switching times of internally controlled swieshmust be determined;
» the correct topology after switching must be deteemh.

The aim of this chapter is to propose a generalysisamethod free from the
above mentioned limitations.

The method is based on a symbolic processor whachdetermine any circuit
response in a completely symbolic form, and alsahenintrinsic behaviour of
DC-DC converters. A large-signal time-domain analyer this kind of circuits
is based on these facts:

e at any given time each switch is in ON or OFF staté the network contains
only linear components arranged in a corresponiipglogy;

» the equations for each topology are integrated antievent causes a state
change for one or more switches;

« eventually the topology is updated and the proaducyclically repeated till
a specified time or the occurrence of specifiedditns.

The circuit behaviour is usually well known andrthehould not be any problem
to individuate the topological configurations of @N-OFF combinations of the
switches. As it will be explained in the followingubsections, this idea of
“configuration” can be extended, using the proposedhod, to the occurrence
of internal events which determine a substantidifferent behaviour of the
network, even if they do not determine a topologgr@ge. This new situation can
have the same topology of the previous one, buh wlifferent parameter
characteristics. In this sense, the proposed metlaod be addressed as an
“event-driven method”.

1.1 Symbolic technique

After each commutation or, more generally, aftechegroper event, a
configuration change occurs, so that the behawbtine network can be seen as
a sequence of circuit configurations. Each confijan can be handled as a
linear circuit with initial conditions given by th&nal values assumed in the
previous configuration [2,6,7]. Thus, it is possild symbolic approach for this
kind of converters by means of a suitable symbpliocessor [10]. Through
symbolic techniques, one can automatically get ¢hemaatical description for
each circuit configuration in the Laplace transfatomain [11,12], and, once the
symbolic processor has solved each configuratiamiéons, the behaviour of the
whole converter can be studied and designed thrthegmethod explained in the
next subsection.

In Fig. 33, the popular buck converter is shown.
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Fig. 33: Ideal buck converter.

In this circuit there are two switches: the extéor@e S and the internal one D,
and four configurations are possible. From thaahitondition where S is ON
and D OFF, when S is switched OFF the voltage figlacross L changes and D
is switched ON in accordance to it. Definitely, ypthie two configurations of Fig.
34 and Fig. 35 are involved in the circuit behavidtve remember, of course,
that all parameters in these schemes are ideal. thisr circuit in the
configuration, shown in Fig. 34, the symbolic prem@ gives the following
symbolic expression for the inductor current in skdomain:

| (s):E (L+CRY  , Li@+CRY  VvCR
- s (R+Ls+CLR$) R+Ls+CLRE R+Ls+CLRg

wherei o andvgg are the inductor current and capacitor voltage lpefore S is
turned ON.

We emphasise that through the symbolic analysésaasy to put in evidence the
most relevant terms in an expression: in our exantipé forced response term
and the natural response terms are separated.affe expression is still valid
for the configuration of Fig. 35 as well. As a reattof fact, the two
configurations are similar, except for the voltageirceE, that can be easily set
to zero by the symbolic processor.

‘||_¢.

Fig. 34: Buck converter when the switch S is ON.
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Fig. 35: Buck converter when the switch S is OFF.

1.2 Proposed method

The concept is to monitor the conditions for ON/Cst&tes of the switches and
use the linear model accordingly, to provide segmehresponses and build the
circuit evolution. Model updating is performed amttically after each segment,
whose length is pre-set. The proposed method isnsuised in the basic scheme
shown in Fig. 36. Starting from a known initial éignration, the circuit response
is computed from symbolic solutions. At the switahiinstant, the actual values
of the variablesi, and vc become the initial values of the new situation.
Switching can occur due to external commands oeri@ events, i.e., a
switching element could switch as a consequence mivious switching. Both
cases can be managed by rules suitably formalisddelated to the switching
strategy: for example, a state change when a duisezero, if we are dealing
with a kind of resonant converter.

Because of the limited number of possible configars and well known
behaviour of DC-DC converter circuits, no generachhique has been
introduced to move from a configuration to anothee. We referred, instead, to
rules that link the different configurations forcbkacircuit studied, but it is
possible to implement general techniques [9-11{val, that allow one to find
the configuration following any previous one aseault of a switching event,
without any ‘a priori” knowledge of the circuit evolution.
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Start up configuration definition and related initial conditions
I Symbolic response retrieval |

| Time domain responses |

| Event monitoring |

Switching End
(external or internal)

Next configuration individuation
(Decisional phase)

Initial condition setup
for the new configuration

Fig. 36:Basic scheme of the proposed method.

Since the circuit transition to a new configurateam be caused by switching or
by an intrinsic event (like a voltage that becormem) a variable monitoring is
performed to ascertain whether some rules areteiblar not and then to process
the next situation. With this approach the buckveoter was examined and some
of the results are depicted in Fig. 37 for the wirwith the following parameter
values, already reported in [11H:= 201 V,L = 3 mH,C = 4.2pF, R=20Q,
switching frequency, = 40 kHz, duty cycle = 0.4.

RyWw

Inductor current (A)

100

80 A

60 f’r
40
20//
0
0 02 04 08 08 1 12 14 18 18 2
time {ms)

Capacitor voltage (V)

Fig. 37: Buck converter waveforms for inductor emtrand capacitor voltage.
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1.3 Advantages

The symbolic processor (in particular the IME pssm [14,15, Chapter I1])
allows us to generate and manipulate expressiohesel capabilities produce
several advantages:

1.

2.

the method uses linear techniques only and ftverex solution is always
reached;

prediction of the next configuration by monitagithat suitable electrical
signals verify particular conditions; this decisibrstep is performed by
activating an inferential engine based on a sgrofluction rules related to
the circuit behaviour: this leads to a simple apploto the circuit;

symbolic expressions allow one to easily studly influence of parameter
variations, simulating the circuit only by subdiitg the new values;
semi-symbolic expressions can be automaticalyegated, where only the
most relevant parameters are left in symbolic ftmrget simple constitutive
relationships; for example for design purposesagiic elements can be
introduced to study their influence;

nonlinearities can be introduced with PWL chgeastics (in this case the
“event” is the transition across two different kmiy regions) or with
parameters that gradually vary while the circuiitsines towards another
configuration.

To highlight the features of the method, some casespresented herein. In
particular, Fig. 38 shows the waveforms of the otdu currents and capacitor
voltage when the inductance is changed from 3 mRiitaH and to 1 mH: as the
inductance decreases, the current ripple gets bayue the voltage ripple across
the capacitor increases accordingly.
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Inductor current (A)
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100} A
/ T
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o 02 04 06 08 1 12 14 16 18 2
time (ms)

Fig. 38: Buck converter waveforms when the inductais set to the values 3 mH
(@), 2 mH (b) and 1 mH (c).

Capacitar voltage (W)

Then, we can consider the possibility thats a saturable inductor with the
characteristic given in Fig. 39. Now, Fig. 40 shoimsluctor currents and
capacitor voltages when the duty cycle is 0.2, &l 0.8, and when the
capacitance is 500 nF highlighting the saturatifface We notice that a duty
cycle approaching unity produces an evident riphine inductor current which
is reflected also on a higher ripple in the voltageoss the capacitor.

\

3

2.5

0.5

\\

0 1 2 3 4 5 6 7 8 9 10
A

Fig. 39: Saturable inductor characteristic.
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Fig. 40: Buck converter waveforms wheris a saturable inductor and the duty
cycle is 0.2 (a), 0.5 (b) and 0.8 (c).

Let's consider now the boost converter (Fig. 41)pge parameter values &e
5V,L=50puH, C =100uF, R=15Q, fs = 50 kHz, duty cycle = 0.5, as used in
[6]. Fig. 42 shows the waveforms of the inductomrent and capacitor voltage in
a particular case, that is for a step change ofnhet voltageE from 5V to 6 V
about 3 ms after start-up.

We emphasise that this method allows circuit afslggher in completely ideal
situations or with real components, and that adséhpoints are helpful for the
optimal circuit design according to the developettching strategy. In fact, it is
possible to simulate the circuit with totally ideedmponents at first. Then,
introducing parasitic elements, non-linearities, ,eand using the same symbolic
solution, one can model the circuit in a more veay.

L D
Y VA VA VY
N :
E = ﬁs CT o

T .

Fig. 41: Ideal boost converter.
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Inductor current (A)

Capacitor voltage (\f)
=

time (ms)

Fig. 42: Boost converter waveforms for a step ckasfghe input voltage.

1.4 Resonant topologies

The great flexibility of the proposed method allomere complex analyses to be
performed in an efficient way. For example, we sappose to add a resonant
switch to the base buck converter. In Fig. 43 wgorean L-type half-wave
resonant DC-DC converter, where the capacitor bmive and R has been
removed for simplicity reasons. The chosen paramete:E = 201 V,L; = 2.5
MH, L,=3 mH,C =18 nF,R=10Q, f; = 500 kHz, duty cycle = 0.4. The values
for C, L; and for the duty cycle are chosen so that theeatithrough._; is zero at
the external switching instant, that is, the citewirks in resonant mode. For this
circuit, the preliminary analysis shows that foopalogical configurations are of
concern, but, for shortness, we report only theldisge phase configuration,
when the load current is sustained by the capa€itdn the Laplace transform
domain this configuration is depicted in Fig. 44.

Fig. 43: L-type half-wave resonant DC-DC converter.
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Fig. 44: Discharge phase configuration in the Leplmansform domain.

For this circuit the capacitor voltage in symbdbtom is:

Veo 1 L2|LZO

V. (s)=—-—— -
(%) s 1+CRs+CL,s* 1+CRs+CL,s?

wherevgy andi g are the values of the current throughand the voltage across
C at the end of the previous resonant phase. Thgorese allows us to monitor
when the capacito€ will be discharged to determine the switching tiofethe
diode. During the decisional phase, the rule tleivates this response segment
is of the type:

IF Vc>0 & S_state = OFF THEN discharge phase.

The related implementation problem will be discdsg®e the next subsection.
Some results for the considered resonant convartereported in Fig. 45, Fig.
46 and Fig. 47.
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Fig. 45: Beginning of the start-up phase for tteoreant buck converter.
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Fig. 46: Waveforms for the resonant buck conveftem power-on until steady
state is reached.
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Fig. 47: Steady state waveforms for the resonack banverter.

During the start-up phase (Fig. 45) it is noticeathiat the zero instants of the
current through inductot; are not equal spaced because the circuit has not
reached the complete resonant condition yet. As48gshows, after 80@s the
steady state in complete resonant condition ishedcas depicted in detail in
Fig. 47, where periodic waveforms are reported.
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1.5 The implementation of the proposed method

The proposed method can be applied to any kinavitélsing circuit. We applied

it to the resonant buck converter of Fig. 43, tst tthe reliability of the event
driven approach, due to the relative “hardnesstaating resonant circuits.

The procedure has been developed in a Mathemataa/Yfonment, thus it was
written in a C-like form. The program implementatifmllows the simple scheme
reported in Fig. 36. After we have stored the syinbsolution in the system
memory (in mass memory devices as well, if theuifris really huge) and after
the initialisation block, a loop begins. Inside tlep, until the simulation end
time is reached, this job is done:

» the time response is calculated by the inverse dcapltransform of the
symbolic solution for the actual configuration;

» this time response is scanned at the sample timetdck whether a rule
becomes satisfied. This is the decisional block: miext configuration is
selected depending on the event occurrence any event, the external
ones as well, is checked through rules;

» the new configuration and its initial conditionseaset and the output is
updated, reporting the valid time response segmbeaetween the
configuration change instants.

The procedure cannot be considered “a tool” yetabse, from the software

point of view, it is not completely automated antkgrated as PSPICE is, even if
simulations times are comparable with those nedyeSPICE. In perspective,

the method implementation will be made more flexileind capable of easy
including any kind of rule.

1.6 Conclusions for Part One

In Part One, a flexible methodology has been prepgosying to alleviate some
troubles concerning power converter simulation, vesll as convergence
problems. The procedure has been tested on sewtaDC converter
topologies, including resonant ones. The resuksns® be satisfactory because
the method always guarantees a solution with sitiomlaimes comparable to
PSPICE simulations, and due to the fact that ipassible, using the same
symbolic solution, to move from an ideal circuitadysis gradually to a real
circuit analysis. At the moment the procedure caieoconsidered as a complete
circuit simulation environment, but a contributioto develop tools for
approaching a class of circuits, traditionally héwdreat, referring in particular
to resonant circuits.
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2 Part Two - A procedure for piece-wise linear
circuits

Part Two is intended to show an approach to dirdécdinslate linear methods to
PWL circuit problems. The basic idea is to hide tiom-linearity to the linear

method, so that the user can handle the PWL probkeihit was a linear one. So
doing writing equations for a PWL circuit can bererely simple and fast, since
the PWL formulation becomes a linear formulationorbver, since it is

possible to use usual linear solvers, the solutoimproved as well. This

approach is based first on symbolic formulation aattulations, then on rules
application, which deliver to the symbolic procestize task to deal with the
PWL aspects of the problem. A Mathematica procededicated to this aim will

be suggested, together with a practical exampleravhaefour-diode rectifier is

handled as a linear circuit.

2.1 Introduction

PWL techniques are often based on numerical cortipng or need to

implement a kind of linear programming techniqueider to reduce this amount
of computations, even if the PWL circuit problem iis some circumstances,
ideally quite simple [1,2]. A symbolic approach this problem could be

interesting [3,4].

We assume to work with piecewise linearized charégstics, defined on the
entire real axis and strictly monotone in eachrirgkof the real axis obtained
dividing it at each breakpoint of the linearizedadcteristic. Thus they are
represented by continuous functions on the reda, @enerally not derivable at
the breakpoints but derivable and monotone betwéeo consecutive

breakpoints and between infinity and the nearesalpoint.

In each interval every characteristic is lineargréfore the solution for each
region of the solution space can be found (if is&s} combining linear equations.
Furthermore, excluding pathological cases, the sjimtsolution of a linear

system always exists, so the basic idea is to elelivpart of the computation
workload to a procedure which can find a generaitsylic solution using linear

tools and then to particularize it numerically ems-symbolically as needed.

As a simple example we’ll consider an ideal reetifivith four identical diodes,

described by a seven-segment line, but we remethbesymbolic solutions for

relatively wide circuits can be calculated via INMtethod [5,6,7, Chapter Il].

2.2 Symbolic approach
Mathematica is a commercial package whose builathematical kernel is

oriented to lists, rules applications and symbuoignipulations. This fact allows
to directly handle problems in a more abstract {&2,7,8].
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Since PWL circuits are basically linear circuits emhconsidered on a single
region of their dominion, the idea is to transfdin@ar solving method to PWL
circuits, hiding to the method this particular kiofdnon-linearity

With this kind of symbolic “macro” solutions, calated in a linear way, and
with a symbolic processor capable of applying maidtical and logical rules to
any kind of expression, is possible to take in aotdhe non-linearity as well.
That is, instead of finding all particular soluttofone per region) the suggested
technique allows to determine a general symboliatems which can be easily
and quickly particularized for each region.

2.3 Symbolic technique

To realize a procedure, using Mathematica featurd® fundamental
configuration steps are:

1.

choice of the shape of the characteristic ohéad&/L component, that is
describing each region on the characteristic plgitiea couple of
numbers: threshold and slope;

description of the complete set of charactesdby means of a list of
Mathematica rules;

writing symbolic equations system of the cirastif all components
were linear. Each PWL component is denoted by mbkr name, which
will never contain the actual value of the paraméiethat component,
but acts as a simple placeholder in solving th&esys

At this point the automatic Mathematica proceduagts and follows these steps:

1.

2.

expansion of each placeholder in couple of umigymbols which
represent threshold and slope in a generic regiothat component;
solution of the linear system, finding a uniggeneral symbolic
solution, if it exists;

generation of the regions of the PWL solutiopacg, obtained by
crossing the regions of the characteristics. Thisults in sets of
inequalities in several variables;

expressing these variables in terms of a singté@able (i.e: current or
voltage supply): this can be obtained by symbolimahipulation of the
starting linear equations;

solution of the inequalities system with resptecthis single variable:
the result is that all regions are expressed imgeof the source
variable;

elimination of all non-admissible regions andtigalarization of the
general solution for every admissible region;

merging the particularized solutions with in&rvfunctions in a
all-in-one Mathematica expression which represetiie general
symbolic solutions of the circuit, disregardingiddl regions (except
for the starting hypothesis, of course).
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2.4 A practical example

Let's consider the very simple resistive network-af. 48 (parameter values are
not reported because we are only interested in pumbolic calculations).

€Y
N v==-i2 R2+i4 R4
v==i1R1-i3 R3
1 e v== i1 R1+(i1+i3)R+i4 R4

i1+i3==i2+i4

Fig. 48: Linear resistive circuit and related egua.

The network can be solved, for example, using brangrents (numbered like

the resistors), by the system of equations in &83. This system can be written
directly, due to the fact that all components amedr. If non-linear components
are present, other electrical considerations assled before writing down the
system. For example: let's consider the four-diastgifier shown in Fig. 49.

It has the same topology of the previous netwotk,there are four non-linear
components (that we will represent with PWL devjcehich have several

combinations of on-off states. These configuratishsuld have to be analysed
before getting a symbolic solution (one or morereggions) in a traditional way.

W
PR
\f/

Dl jnic)

|4| A—I—Kli -
DlN4002 D1N4002
R %
Dz jnx:}
11 1
i | " LT

DiN4002 DiN4002 =

Fig. 49: Sample PWL circuit.

Through the proposed method it is possible to aggrdhis PWL circuit as if it
were a linear circuit. The non-linearity (PWL type,our case) is collected and
hidden in mathematical boxes, so that the cir@apfsears like in Fig. 50.
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W

£ v==-i2 D2+i4 D4

NS v==i1 D1 -3 D3
v== i1 D1+(i1+i3)R+i4 D4
i1+i3==i2+i4

Fig. 50: Circuit with hidden non-linearity and rield pseudo-linear equations.

At this point it is possible to write down lineaguations like in Fig. 50, where
D1, D2, D3 and D4 are considered generic lineast@s. These equations are
formally identical to those of Fig. 48.

The four diodes are of the same type and we walae for them the same
characteristic, which is represented by a list@h{s on thd-v plane. They are
obtained from a PSPICE component characteristid, thay will be written in
Mathematica as:

breakpoints={{-12*10"-3,-5} {0,0},{10"-3,691*10"-3} {20.5*10"-
3,728*107-3},{250*10"-3,867*107-3},{1,961*10-3}}

These points are the breakpoints between segmemitsh vapproximate the

characteristic (step 1) shown in Fig. 51. The dfpoints is first automatically

converted into a data structure for each diode,taioimg much more

information, like: slope of the segments, name amiibles of the characteristic.
For diode 1, this will be:

diodeline=PWLLine[breakpoints];
diodecharacteristic=PWLCharacteristic[D1,{i1,v1},di odeline]

Then these data structures will be manipulated e¢aerpte a list of rules
concerning slope and threshold in each regioneryediode (still step 2). In the
example belowmD1 and qD1 indicate slope and threshold for diode 1 in a
couple of regions:

{.{mD1 -> 0.125333, gD1 -> 0.835667, 0.25 <= i1},{ mD1 -> 1.89744,
gD1 -> 0.689103, 0.001 <= i1 < 0.0205}..}
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I characteristic

-0.75 0.5 -0.85 0 noEE 05 0% 1
i

Fig. 51: Mathematica plot of the diode characterist

At step 3D1, D2, D3andD4 would be linear components in a circuit under DC
current and a linear system can be described. V{phasize again that the system
could be obtained through whatever linear methadl that it will be solved as
linear, because the non-linearity is embedded @ rilles structure and thus
transparent to the linear solver. Referring to@reuit the system will be:

LinearSys={ v==-i2 D2+i4 D4,

v==i1 D1 -i3 D3,
v== i1 D1+(i1+i3) R+i4 D4,
i1+i3==i2+i4}

It stems that, if a library of non-linear comporseris available, and it is
formalized in agreement with the conventions shafove, it is possible to
analyse any circuit using that components, by simpiting linear equations,
because the non-linearity is automatically hantethe Mathematica program.
Then, the program itself expands ed&xisymbol in two correlated symbolsiD
(slope) andgD (threshold); then it solves this system with treenmal built-in
MathematicaSolvefunction to obtain a general and generic solutiontaining
the same parametarsD andgD that are subject to the previous rules:

{i1->-((2+ mD2 + gD1 + mD2*qD1 + qD2 + mD2*vi)/
(mD1 + mD2 + mD1*mD2)),

i2->-((2+mD1 +gD1 + gD2 + mD1*qD2 - mD1*vi)/
(mD1 + mD2 + mD1*mD2)),

i ->-((mD1 - mD2 - mD2*qD1 + mD1*qD2 - mD1*vi - mD2*vi)/
(mD1 + mD2 + mD1*mD2)),
vu -> -((-mD1 + mD2 + mD2*qD1 - mD1*gD2 - mD1*mD2 *vi)/

(mD1 + mD2 + mD1*mD2))}

Through the symbolic manipulation of the inequeéitihat describe the regions
for each diode, we obtain the admissible regionsHe circuit as reported at step
6,7,8 and as here (partially) shown:
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admregions={

-19 -19
-2.1315110 <v<2.1315110 ,
-19

-1.38134 <v < 1.60437 10 ,
-16 -17
-1.52564 10 <=v<-55270510 ,

'V >=1.98133}

These admissible regions become part of that datatsre which is used to
indicate rules for variables.

Applying these rules to the generic solution of lihear system we will obtain a
single semi-symbolic solution particularized forrazircuit. That is, a single
expression that “knows when to switch” to a pattcwalue depending on the
region of the solution space (step 9,10). For edartie currenil is partially
reported:

i1->
-6

-4.60 10 (290598. -174080. v) If[v >= 1.98,1.,0]+
-6

-2.59 10 (-298.59 -669.99 v) If[-1.98 < v <=-1.47, 1.,0] -

Yot (U2

t [rec
n.i g 0B 0.&

Fig. 52: Mathematica plot of the output voltage.

s [BE 8.25 6.35 Bbs 655 D.6s 0.75 .85 0.0 1.85
U U(R1:2,R171)
Tine

Fig. 53: PSPICE plot of the output voltage.
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This solution can be directly handled by Mathenaatix plot the rectified voltage
on the resistor (Fig. 52). The same plot obtaingdabPSPICE simulation is
shown in Fig. 53 for comparison.

2.5 Conclusions for Part Two

In Part Two we showed that the analysis of regsBPWL circuits is easy to
implement and relatively fast to be executed, algwa linear approach to
piecewise linear circuits, because the non-lingasihidden to the solver and, as
a matter of fact, the equations are linear, avgidionvergence problem so
common in many simulators. The non-linearity woddois transferred to the
process of screening between admissible and notssithie regions and to the
particularization of a generic solution.

Particularization of a solution is still not an kgaluty because, at symbolical
level, Mathematica rules applications are simitastrings substitution.

The final solution (but the particularized solutotoo) are still in a symbolic
form, of course, which is ready for further normadanipulations under
Mathematica session like plotting, storing, andehating.

We proposed, not a complete environment for PWkudirsimulation, but a
possible approach to this kind of problem. The pdure can be embedded in a
more complex Mathematica program, provided witleliable user interface to
build a new tool to handle PWL circuits or it cam $imply used as intermediate
procedure between the user and an existing tool.
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Chapter V

Virtual instruments

1 Introduction

This chapter represents a kind of short briefinguabsome activities of the
Author in a field of interest which is not directhased on the Symbolic Calculus,
but which could be merged great with it.

The intention was to investigate a feasible sotutio integrate analysis and
diagnosis symbolic algorithms in a diagnostic tobdlpre-existent version of a
LabVIEW-based diagnostic system (at the Departmémiectrical Engineering,
University of Bologna) seemed to be a good stanioigt, due to its hierarchical
open structure and due to the advanced interfacetifuns of the LabVIEW
environment.

Here are presented new solutions implemented $ndilaignostic system, realized
as global instrument for on-line electromechangyatem integrity assessment.

2 Why a global intrument

Electromechanical system condition monitoring mémtseasing attention, since
the costs for unexpected outages are growing Wweétlrdte of applied technology.
It seems that a definite need exists for all mdailure prediction devices,

matched to detect and predict different kinds odedting faults. These devices
should meet the characteristics of a broad vanétyachines and operate with
nameplate data and non-invasive sensors [1].

Spectrum analysis of input currents can show differkind of electrical and

mechanical failure [2,3,4]. Spectra are computed doglinary Fast Fourier

Transform algorithms, and failure spectrum linee &entified by means of

C-programs implemented as suitable virtual LabVIEdtruments. The resulting
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data can be stored in order to outline time-treofisystem status and, if the
existence of anomalous conditions is suspectedcegsed by diagnostic
algorithms, both conventional and employing Al teicues.

These methodologies have a general validity, buhénfollowing sections we
refer to induction motors, because specific teamesqfor this kind of power
devices were already developed.

An “optimum” maintenance scheduling leads obvioushadditional cost of the
instrumentation required, along with the additiooplerator time. In order to
decrease the cost/benefit ratio, one strategy jgutsue a reduction of training
and monitoring times of the diagnostic tool operalthe diagnostic equipment
should, therefore, be designed to ease the intemadtetween man and
instrumentation. The use of graphical interfacesvben software and hardware
allows a more intuitive approach to diagnostic agien.

The main features of the system are: multi-diagnfaiility on different systems
simultaneously as well, automatic or man-drivengdastic process and trend
analysis. All the procedure is based upon the ifiestion of anomalous
spectrum lines in the input currents according te €SA method (Current
Signature Analysis). The results of FFT computationthen stored in a database
and can be easily retrieved for visualization. Sanstrument front panels are
reported, in order to show the features of therbatic system.

3 Basic scheme for a multi-diagnosis instrument

The basic virtual instrument designed for machinegdbstics has the
architecture schematised in Fig. 54.

High frequency | | g1

v . I Slip computation
Acquisition P P

System |

Low frequency

- = F.ET. — "Failure Set"
Acquisition

Fault classification

Fault severity
evaluation

Fig. 54: Sub-instrument global scheme.

Two acquisitions of the instantaneous currents alferent time intervals and
with different sampling rates are performed. Themier is devoted to slip
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computation, while the latter provides the datat thee stored for further
diagnostic functions.

3.1 A. Slip computation

Two methods are selectable to perform slip comjmntastarting from DFT
analysis of the stator current signal: one basedlanspectral components [1]
and one based on rotor electrical dissymmetry corepis [5]. There are, of
course, two different virtual instruments devotedtie computation procedure.
Their front panel (Fig. 55 and Fig. 56) are refdrte a 1700kW three-phase
machine with 3 pole pairs and 74 rotor slots. Butthniques give almost the
same slip value: 0.0059.

File Automatic || cunent spectrum (dB)
e seach " 750+
Slip
Barnumber  Pole rumber (| 2 -80.0-]
5.0
T R |
Sampling frequency (Hz) T =
[laai 20 5.0
e -0
Marual 100.0+
Operating speed (tpm] iy 0504
K
=] . o]
beta data acquisition 115.0-
.
I from fle__ 42004
125.0-|
signal 4] 1300+
3000- 1350
2000+ 1400+
100.0- 45.0-

0o 1435 1436 1438 440 1442 1444 1445 |Hz
0004 @ e RN | [ Butomatic
200.0-] Speed 3941
0004 Slip [To055s

1] 500 0K

Fig. 55: Slip measurement by the slot harmonickrigegie (front panel).

Recorded Dataset data acquisition sample frequency formet
e | [romiie dEzs  |Hz @ tab
Current spectium [dB) mat
0.0- bela [Ksiser) 3200
-10.0+| Header
201~ E WDATAYMOTIR.HD
300+ compare  test
400+
0.0 i U "
0 e FE
!I
0.0 | B v
- =
133 3: save aulumat\c
100
-120.0-| Zoom
1300 4852 7|
agn” " agE e haE e a0 sl EE T B2 -
T Hz
[ Cutit T19.43 Tsa7z TEE| A ad28) Slipt DDDETJ + o0 |
@| s [0 |s01s R 672 eois Sip2 JLO0ET |

Fig. 56: Slip measurement by the fault frequentdebnique (front panel).
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3.2 B. Failure set

The failure set formulation can be done in différerays, all reflecting the
Minimum Configuration Artificial Intelligence (MCAI[6].

The task is to filter spectral components, to elaé those components that
provide no useful failure information and to perfom components selection,
searching the spectrum components which charaeténiz fault under test. The
function is performed by a "C" program implemenied virtual instrument and
it ends building a vector of considered componengsned “Failure Set” (FS)
[7,8,9] for the motor currently under test.

This diagnostic system is FC-FSM compliant (FaulasSification — Fault
Specification Method) [6,10]. The diagnostic sessia fact, has two steps: first,
classification of the fault and second, evaluatibthe fault severity.

3.3 C. Fault classification

This identification process is done by an expersteayn inferential engine,
implemented as a "C"-program in a suitable virtr@dtrument. The expert
system, having at disposal the FS, databases nomamachine operating
conditions and machine history in term of trend wéll stated failure
components, is able to classify a fault occurrda¢El].

Selectable procedures are: threshold analysis unahaetwork (NN) technique
(if NN previously trained). These techniques arébedued in C-program under
virtual instruments.

According to the selected procedure the expertnengctivates, for example, an
unsupervised NN based classification method.

If a FS containing current spectrum lines relatedtte machine situation is
presented, the unsupervised NN clusters the FSthetaharacteristic region of
the output node lattice, realizing a fault topodpiapnap that can be also utilized
immediately by visual inspection. As an exampley. E7 reports the fault map
trained by rotor dissymetries (1), stator dissymet(2) and bearing damages (3)
together with healthy machine cases (H) [4,6,11] &othree-phase 0.45 kW test
motor.
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Fig. 57: Fault map example to distinguish statotorand bearing damages.

If threshold analysis is selected, the expert engitarts this method to verify
whether the diagnostic indicator for that FS israWe threshold. The attention
threshold can be derived by analysing the diagoastiicator trend. Fig. 58
reports a typical example related to a 900kW maxhimder test for a long time.
The trend of the diagnostic indicator (that is, $hen of the two fault components
at the frequencie€l#2s)f in percentage with the fault component at the supp
frequency [6,10] ). It shows that a bar get effeslfi broken at the 50
monitoring test of the figure. It is also easy tats that in this case can be
assumed an attention threshold of 0.5%.

If the FS is ambiguous, these methods can not dewidhe fault classification.

1.5 1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
1 1 1 1 1
_____ Y Y
1 1 1 1 1 1
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1 1 1 1 1
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1 1 1 1 1
1 1 |
1
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o L L 1 L L
o 10 20 0 40 &0

Fig. 58: Trend of the input current sideband suha ®00kW 6kV 8 pole

induction machine.

V-5



3.4 D. Fault severity evaluation

The last step is evaluating the fault severity sTaluation is done starting from
motor operating conditions, motor characteristicsnd, and threshold value for
faults, by using conventional methods or Al teclheig [10,14,15,16,17,18,19].
The selection of different specific methods is pamgmable in the diagnostic
session editor.

Each diagnostic session can involve three typeaaftd (on stators, rotors or
bearings). Depending on the result of the claggifin step, the system assumes
that a particular failure is probably occurred amebkes the specific diagnostic
method for that kind of fault (or, if none occurresfates the correct operating
condition to the operator). If the FS is ambiguanstead, it asks for an operator
action, which can decide on the fault severity ligual inspection of the data
shown by various available front panels relatethéojustification features.

This kernel is used by several virtual instrumentsgrated on a programmable
diagnostic system, that is, the operator is alloteedefine a diagnostic session
through some configuration panels. As an exampleskieav in Fig. 59 a panel
related to a rotor faults diagnostic session. Thhime under test is the usual
three-phase 0.45 kW test motor with one pole paifaulty condition (two
broken bars). The front panel has (software) ledicator to highlight the
diagnosis result and a label for the selected penethod. In the case reported
below “fuzzy” is the indication of the used methdg clicking the “Details”
key, an other front panel is activated, which exganore detailed information
about the diagnosis result: each one of the pa@sshilations, that are NO
FAULT, INCIPIENT FAULT, ONE BROKEN BAR, TWO BROKENBARS,
TWO OR MORE BROKEN BARS, is characterized by a éegof membership,
which is evidenced by bar indicators [1].
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Fig. 59: Rotor fault diagnosis result front panel.
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4 Multi-device monitoring features

Limited to the acquiring board capabilities, italso possible to use up to eight
channels for data acquisition, specifying acquirprgcess and test device for
each of them.

The independence of the data channels allows tgrano the diagnostic session
in two basic way:

the same diagnostic on up to eight different mo{drghe diagnostic needs

only a data stream, of course);

different diagnostics on a single motor (in theiest case six data streams
are needed: three currents and three voltages)jshthe system reads all

needed data and through the previously outlinedqs® it individuates the

fault and activates the appropriate diagnostic.

It is also possible:

to perform a manual diagnostic session;

or to automate it to minimize operator action:stgossible to repeat the
programmed set of diagnostics (on several andrdiftedevices as well) a
fixed number of times during a definite period,heitit man operations;

to record the diagnostic session data on a datgb@ecan be visualised at
any time) to add new information for further tresnhlysis.

Several front panel get the operator able to deffiree various features of the
diagnostic system. As an example we report in B@.and Fig. 61 the front
panels for the channel function definition andrfmstor parameter definition.

File Edit Operate Project Windows Help (=

[
® |

Diagnostic session configuration file editor ‘

MONITORING Load

=
&
2 g
& H

A

Fig. 60: Configuration panel for diagnostic session
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3 |

3000 | Rated power output (kW)
000 |R a

] N or shots
S000 | Thieshold

Fig. 61: Configuration panel for motor description.

5 Conclusions

In this chapter, a diagnostic tool for inductionaimime monitoring, realised by
means of the software package LabVIEW, has beesepted. The acquisition
hardware is controlled by virtual instruments, \Mlst is, images displayed on a
personal computer monitor, closely resembling vealld instruments. The front
panels of the VIs are designed in order to prouidéned operators with an
immediate insight of machine conditions, while Hireld-controlled alarm
system are employed to alert un-expertised personne

The tendency of the machine toward fault conditicas be pointed out by
means of an other sub-panel of the VI, designedigplay data recorded in a
data-base. Operators are, therefore, enabledd tirends and plan maintenance
operations to be performed ahead of machine failure

The proposed diagnostic system is programmabledaudted to the monitoring
of different devices and it is realized as hieram@hand modular structure. For
these reasons it seems very suitable to be cordpleith diagnostic modules
based on Symbolic Calculus [Chapter IlI] to enhateéexibility.

Besides, graphic programming tools can greatly ez®machine interaction in
induction machine condition monitoring, allowing -erpertised personnel to
perform routine checks of machine status. Henoe,ctbst/benefit ratio of the
diagnostic procedure can be, on the whole, signifly reduced.
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